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Abstract

This paper evaluates the welfare cost of business cycles and the effects of monetary policies in a

DSGE model tailored to a small open emerging economy. The model generates rich business cycle

fluctuations, features labor market idiosyncratic risks and accounts for imperfect financial and

capital markets inclusion. In this context, households excluded from financial and capital markets

experience larger costs of business cycle fluctuations due to their inability to hedge against labor

market idiosyncratic risks. Different degrees of exposure to different types of risks generate

divergent preferences regarding the conduct of monetary policy. While a strong response to inflation

deviation from target maximizes welfare for included households, excluded households benefit the

most from unemployment and wage stabilization policies.
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1 Introduction

The measure of the welfare cost of business cycles and the design of appropriate stabilization
policies has received substantial attention in advanced economies. The same is not true
of emerging markets. However, since works by Lucas (1987) and Imrohoruglu (1989), it
has become clear that two crucial determinants of the welfare cost of business cycles are
aggregate consumption volatility and the ability - or not - to hedge against idiosyncratic
risks. In emerging markets, business cycle fluctuations tend to be stronger. Moreover, a
large proportion of households are excluded from financial markets and own little to no
wealth. They are therefore highly exposed to large aggregate and idiosyncratic income risks.
It is therefore surprising that most papers measuring the welfare costs of business cycles and
dealing with the design of monetary policies disregarded emerging markets.

This paper aims to fill this gap by evaluating the welfare cost of business cycles and the
effects of monetary policies in a DSGE model tailored to a small open emerging economy.
The model generates rich business cycle fluctuations, features labor market idiosyncratic
risks and accounts for imperfect financial and capital markets inclusion. In this context,
households excluded from financial and capital markets experience larger costs of business
cycle fluctuations due to their inability to hedge against labor market idiosyncratic risks. Dif-
ferent degrees of exposure to different types of risks generate divergent preferences regarding
the conduct of monetary policy. While a strong response to the CPI inflation rate deviation
from target maximizes the welfare of included households, excluded households benefit the
most from unemployment and wage inflation stabilization policies. As an illustration, the
model is applied to South Africa.1

The core of the model follows the small open economy (SOE) model developed by Adolf-
son et al. (2007) with four main extensions that are meant to take the specificities of an
emerging economy into account and to introduce idiosyncratic risks. First, firms produce
two different types of goods: commodities and secondary products, which capture the empir-
ical importance of commodity price fluctuations in many emerging economies (e.g. Mendoza,
1995, Kose, 2002 and Houssa et al., 2019). Second, I introduce search and matching frictions
(hereafter SAM) with staggered wage bargaining following Gertler and Trigari (2009) and
Thomas (2008). These rigidities generate idiosyncratic income risks in the labor market.
Unemployment risks, sectoral wage differences (between the commodity and secondary sec-
tors) and nominal wage rigidities generate dispersion in households’ labor incomes. Third, I

1 Data for key macroeconomic variables are available on a quarterly basis. It is therefore possible to use
advanced estimation techniques to fit the business cycle. Moreover, households’ surveys allow to infer the
size of idiosyncratic risks faced by households in the labor market.
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explicitly model unemployed households’ revenues. In the baseline, unemployed households
receive pro-cyclical social transfers as observed in many emerging economies.2 In an alter-
native scenario, unemployment benefits are tied to past wages, which fits the South African
institutional framework described in the appendix. In another alternative case, I assume
that the unemployed do not receive benefits, but rather work in an informal sector. This
experiment captures the importance of this sector (e.g. Fernandez and Meza, 2015) and the
low unemployment benefits coverage in some low- and middle-income countries (e.g. OECD,
2011). Fourth, there are two categories of households that differ with respect to access to
capital and financial markets. Households excluded from these markets own no physical
capital or financial wealth and simply consume their entire labor income in every period as
in Mankiw (2000). In addition, they do not trade in state-contingent asset markets and are
unable to insure against idiosyncratic risks. Labor income idiosyncratic risks thus translate
into consumption dispersion for this category of agents. Within this rich framework, mone-
tary policy is modeled as a Taylor rule with interest rate smoothing. The monetary authority
responds to CPI inflation, wage inflation and unemployment rates deviation from their re-
spective targets. This rule allows to evaluate the trade-off between stabilizing inflation and
mitigating labor income idiosyncratic risks.3

When measuring the welfare cost of business cycle fluctuations and dealing with the
design of stabilization policies, both business cycle fluctuations and idiosyncratic risks are
important. The ideal model should therefore take both factors into consideration. Repre-
sentative agent NK-DSGE models can reproduce business cycle fluctuations, due to the rich
set of shocks and frictions that were gradually introduced in these models, in an effort to
match aggregate fluctuations (e.g. Christiano et al., 2005 and Smets and Wouters, 2007).
However, idiosyncratic risks (such as Calvo price and wage rigidities or unemployment risks)
are left in the background as households trade in state-contingent asset markets to hedge
against those risks.4 While this assumption preserves the representative agent frameworks,

2 Michaud and Rothert (2018) show that pro-cyclical social transfers explain the different behaviour of gov-
ernment spending between advanced and emerging economies, and that they contribute to the excess volatil-
ity of consumption in emerging economies. Pro-cyclicality of government spending in emerging economies is
also well documented (see Kaminsky et al., 2004 and Ilzetzki and Vegh, 2008).

3 Note that I abstract from monetary policy response to exchange rate fluctuation to focus on the above-
mentioned trade-offs. Optimal monetary policy responses to exchange rate fluctuations is also an important
topic in emerging economies. In a related study, Iyer (2016) shows that households excluded from financial
markets could benefit from exchange rate stabilization because it reduces the volatility of the price of imported
consumption goods. The model presented in this paper could also be easily applied to study this issue in
the presence of labor market idiosyncratic risks.

4 This is the case in benchmark models such as Erceg et al. (2000), Christiano et al. (2005), Smets and
Wouters (2007) and Adolfson et al. (2007) for Calvo price and wage rigidities, as well as Walsh (2005) and
Trigari (2009) for unemployment risks. Thomas (2008) and Gertler and Trigari (2009) combine these two
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its empirical validity is questionable.5 The next generation of Heterogeneous Agents New-
Keynesian (HANK) models (e.g. Kaplan et al., 2018) relaxes this assumption and financial
market incompleteness generates rich income, wealth and consumption dispersions. Yet,
HANK models come at the cost of complex solution methods currently limiting the set of
shocks, frictions and estimation methods that they can handle.6 Consequently, these models
generate less refined business cycle fluctuations. The model developed in this paper offers a
compromise between those two strands of literature. It considers the effect of idiosyncratic
risks on consumption dispersion, for households unable to accumulate wealth, in a large
scale DSGE models that produce rich business cycle fluctuations driven by a large variety of
aggregate shocks. This is an important consideration, as excluded households are the most
vulnerable to idiosyncratic risks and business cycle fluctuations. The method described in
this paper to keep track of the impact of excluded households’ labor income dispersion on
aggregate welfare is simple and could be easily applied to other (large scale) DSGE models
with hand to mouth consumers.

I estimate the welfare costs of business cycles for included and excluded households at
1.25% and 4.25% of their steady-state level of consumption, respectively. The welfare cost is
much higher for households excluded from asset markets, especially because of their inability
to insure against labor market idiosyncratic risks. Indeed, while their costs are approxi-
mately four times greater than those incurred by included households, they would be lower
if they could eliminate the idiosyncratic risk. The underlying mechanism is based on the
interaction between business cycle fluctuations, idiosyncratic risks in the labor market and
financial markets exclusion. In this paper, business cycle fluctuations exacerbate idiosyn-
cratic risks via three channels. First, the outcome of the wage bargain depends on the state
of the business cycle, which generates wage dispersion within each sector due to the stag-
gered wage bargaining framework. Second, business cycle fluctuations cause sectoral wage
differences. Third, business cycle fluctuations push up the average unemployment rate and
generate volatility in replacement incomes as they rise during booms and fall during reces-
sions.7 These interactions between the business cycle and idiosyncratic risks generate more

types of risks.
5 See Imrohoruglu (1989), Atkeson and Phelan (1994), Krusell and Smith (1999), Beaudry and Pages

(2001), Gomes et al. (2001) and Krebs (2007).
6 For example, Kaplan et al. (2018) consider only one type of aggregate shock (monetary policy).
7 The negative correlation between job-finding rates and the unemployment rate can raise the average

unemployment rate in the SAM model proposed by Hall (2005) and Shimer (2005). See Jung and Kuester
(2011) and Hairault et al. (2010) for a detailed investigation of the mechanism. Anand et al. (2016) document
an inverse relationship between job-finding rates and the unemployment rate during the global financial crisis
in South Africa.
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volatility in labor incomes at the household’s level. For households excluded from financial
markets behaving as hand-to-mouth consumers, it translates into substantial consumption
fluctuations and welfare losses. I then evaluate the welfare costs of some specific aggregate
shocks, taken one at a time in sequence, while setting all other shocks to zero. I find that
shocks originating from the labor market (such as shocks related to the wage bargain and
employment creation) disproportionately affect households excluded from financial markets,
while TFP and cost-push shocks are especially costly for included households (which own
the firms). In contrast, commodity price shocks largely affect both types of households.

What follows is that different degrees of exposure to different types of risks generate di-
vergent preferences regarding monetary policy. To highlight this monetary policy trade-off, I
evaluate optimal simple monetary policy rules, for included and excluded households, respec-
tively.8 While a strong response to CPI inflation deviation from target maximizes welfare
for included households, excluded households would benefit the most from unemployment
and wage inflation stabilization. This trade-off faced by the monetary authority is robust
to changes in the value of key parameters, to different assumptions governing unemployed
households’ replacement incomes and to different types of (domestic and external) shocks
driving the business cycle. Regardless of the source of business cycle fluctuation considered
(such as domestic labor market, TFP and cost-push shocks or commodity price shocks),
excluded households always favour a more aggressive response to unemployment and wage
fluctuations. The welfare gains associated with these optimal simple rules compared to a
benchmark (the estimated Taylor rule followed by the monetary authority) are relatively
large. However, the welfare cost of business cycles remains substantial, especially for ex-
cluded households. Indeed, implementing their preferred policy rule would still result in
welfare costs equivalent to 1.84% of consumption for this category of agents.

The remainder of this paper is organized as follows. Section two reviews the relevant
literature. Section three presents the model and section four the empirical strategy. Section
five gives the results. Finally, section six concludes.

8 Simple rules determine the response of policy variables as a function of a small number of easily observable
macroeconomic indicators (such as inflation and unemployment). Their simplicity and efficiency make them
particularly attractive as stabilization tools. Moreover, optimal simple monetary policy rules often deliver a
virtually identical level of welfare compared to the optimal Ramsey policy (e.g. Schmitt-Grohe and Uribe,
2007 and Gali and Monacelli, 2005). These rules were also used in NK-DSGE model adapted to fit small
open emerging countries specificities by Hove et al. (2015), Iyer (2016) and Prasad and Zhang (2015).
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2 Relation to the literature

2.1 The welfare cost of business cycles

In seminal works, Lucas (1987, 2003) argued that the welfare costs of aggregate consumption
fluctuations are small in the US. However, aggregate consumption fluctuations hide hetero-
geneity at the households’ level. One stream of literature therefore relaxes Lucas’ agents’
homogeneity and his perfect market hypothesis (see Imrohoruglu, 1989, Atkeson and Phe-
lan, 1994, Krusell and Smith, 1999, Beaudry and Pages, 2001, Gomes et al., 2001 and Krebs,
2007). These papers demonstrate that the welfare cost of business cycles could be much
higher for households excluded from financial markets and for those with little wealth.

The literature described above focuses on the US. However, since works by Lucas (1987)
and Imrohoruglu (1989), it has become clear that two crucial ingredients of the welfare cost
of business cycles are consumption volatility and the ability - or not - to insure against
idiosyncratic risks. Business cycles in emerging and developing economies display more
volatility (see Agenor et al., 2000, Rand and Tarp, 2002, Neumeyer and Perri, 2005, Aguiar
and Gopinath, 2007 and Male, 2011). In this context, Pallage and Robe (2003) and Houssa
(2013) demonstrate that excess consumption volatility translates into a higher welfare cost.
However, these studies disregarded unequal wealth distribution and households’ imperfect
integration into financial markets preventing them from absorbing idiosyncratic shocks. This
gap in the literature is important, because financial exclusion and unequal wealth distribution
are important characteristics of emerging markets. Moreover, this paper relies on a structural
model whose parameters are estimated on a large set of observed variables.

2.2 Stabilization with monetary policy

Following the gradual move among central banks, pioneered by New Zealand, towards a
formal inflation targeting framework, an early literature studied optimal monetary policy
in simple models with price rigidities (e.g. Ireland, 1997, Rotemberg and Woodford, 1997,
1999 and Clarida et al., 1999). In this context, price rigidities à la Calvo (1983) generate
inefficient price dispersion in the form of an output loss. Many authors have built on those
models by gradually increasing their complexity to gain in realism (e.g. Schmitt-Grohe and
Uribe, 2007) and to consider small open economies (e.g. Gali and Monacelli, 2005). This
steam of research shows that inflation targeting is the optimal monetary policy and that
responding to output or the exchange rate can lead to substantial welfare losses.

Surprisingly, labor market considerations were absent from this early literature. Erceg
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et al. (2000) extend the baseline NK-DSGE model to consider price and wage stickiness. The
volatility in aggregate wage inflation causes dispersion in individual wages, which generates
inefficient fluctuations in individual hours worked. In this context, it is impossible for the
central bank to stabilize the output-gap and price and wage inflation rates at the same time.
Building on Mortensen and Pissarides (1994), Walsh (2005) and Trigari (2009) introduced
SAM frictions into a NK-DSGE model with price stickiness. However, since Hall (2005)
and Shimer (2005), it has become clear that wage stickiness could improve the qualitative
predictions of these models. Many authors have therefore introduced real (e.g. Gertler and
Trigari, 2009) and nominal (e.g. Bodart et al., 2006 and Gertler et al., 2008) staggered wage
bargaining into an otherwise standard NK-DSGE model. In this context, Thomas (2008)
shows that pure inflation targeting is inefficient. Indeed, as real wages can deviate from
their optimal level, the central bank can use inflation to adjust real wages and therefore
faces a trade-off between price and employment stability. Overall, these studies suggest that
price stability should remain the central concern of monetary policy but that it could be
supplemented with wage and employment stabilization objectives. Although these models
maintain the representative agent hypothesis, they offer a natural framework to consider
labor market idiosyncratic risks, which is used in this paper.

The literature has also recently considered heterogeneous agents in a context of imperfect
financial markets with HANK models (e.g. Kaplan et al., 2018). In such frameworks, house-
holds with illiquid wealth gain the most from stabilization policies (Bayer et al., 2015) and
unequal wealth distributions provoke divergent preferences for monetary policy (Gornemann
et al., 2016). These models generate detailed wealth distribution but come at the cost of
complex solution methods limiting their scope. They consequently do not consider the full
set of shocks and frictions that have been able to produce realistic business cycle fluctuations
(e.g. Christiano et al., 2005 and Smets and Wouters, 2007). This is an important short-
coming because the ability to match business cycle fluctuations is a prerequisite for properly
measuring the welfare cost of business cycle fluctuations and designing appropriate stabi-
lization policies. In this paper, I assume that a fraction of households are excluded from
financial markets and unable to accumulate wealth. This assumption reflects the limited
financial market inclusion and unequal wealth distribution in emerging markets. Moreover,
it makes it possible to consider income and consumption dispersions for excluded households
in an otherwise standard large-scale NK-DSGE model. In a similar vein, Ravn and Sterk
(2016) build a tractable HANK model with SAM applied to an advanced economy. By pos-
tulating the existence of a limit on participation in the equity market and a borrowing limit
in the bond market, the model endogenously creates three distinct categories of households.
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In parallel, some papers focus on imperfect financial markets in emerging economies with
two types of agents. But they explore different topics and do not consider consumption
dispersion. For example, Iyer (2016) and Prasad and Zhang (2015) study the benefits of
exchange rate targeting when some households are excluded from financial markets.

3 Model

The domestic economy is populated by two categories of households. The first category
is included in financial and capital markets and accumulates bonds and physical capital.
The second category is excluded from these markets. In addition, there are two types of
firms (commodity and final good producers), a monetary authority and a government. The
model incorporates nominal and real rigidities to quantitatively match observed fluctuations
in aggregate variables. Moreover, SAM frictions with staggered wage bargaining generate
idiosyncratic income risks in the labor market. Unemployment risks, cyclical sectoral wage
differences and nominal wage rigidities generate dispersion in households’ labor incomes.
Financially excluded households are unable to trade in state-contingent liabilities to hedge
against those risks. For this category of households, business cycle fluctuations and idiosyn-
cratic risks interact to generate substantial consumption risks. The following sub-sections
describe the domestic block of the model in detail. The rest of the world is captured by
ARMA(1,1) processes governing the foreign interest rate and the price of commodities.

3.1 Households

The economy is populated by two types of agents: included and excluded households, hence-
forth denoted as IHs and EHs, respectively. Their expected lifetime utility is given by
Wi,t = Ei

0

∑∞
t=0 β

tUi,t, where E is the expectation operator, β the discount factor and

Ui,t =
(Ci,t)

1−σc − 1

1− σc
− Ah

(
Np
i,tH

p
i,t +N f

i,tH
f
i,t

)1+σh

1 + σh
− An

(
Np
i,t +N f

i,t

)
. (1)

Households attain utility from consumption Ci,t and disutility from hours worked in the
primary Hp

i,t or secondary Hf
i,t sectors. The term Np

i,t (N
f
i,t) represents employment and is

equal to one when the agent is employed in the primary (secondary) sector and zero otherwise.
Households cannot work in both sectors at the same time. The parameters σc and σh denote
the inverse of the inter-temporal elasticity of substitution for consumption and the inverse
of the elasticity of work effort, respectively; Ah is the relative importance of hours worked
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in the utility and An is a fixed disutility from holding a job. The composite consumption
basket Ci,t for any household i is given by the CES index of domestic and imported goods

Ci,t =
[
(1− ωcεm,t)1/η(Cd

i,t)
(η−1)/η + (ωcεm,t)

1/η (Cm
i,t)

(η−1)/η
]η/(η−1)

, (2)

where Cd
t and Cm

t denote consumption of the domestic and imported good, respectively, ωc
is the steady-state share of imports in consumption and η is the elasticity of substitution
between domestic and foreign goods. The exogenous process εm,t is a shock to the home
bias.

3.1.1 Financially included households

There is a continuum of IHs indexed by i ∈ (0, 1) with access to financial and capital
markets. The representative agent maximizes the inter-temporal utility by choosing his or
her consumption and investment levels, as well as domestic and foreign bond holdings.9 For
any given period t, IHs face the same budget constraint which is given, in nominal terms, by

Bi,t+1 + StB
∗
i,t+1 + P c

t Ci,t + P i
t

(
Ipi,t + Ifi,t

)
= Rk,p

t Kp
i,t +Rk,f

t Kf
i,t + (1− τw)

(
W

p

i,tN
p
i,t +W

f

i,tN
f
i,t

)
+ (1−Np

i,t −N
f
i,t)$t (3)

+TRi,t + SCSi,t + εb,t−1Rt−1Bi,t +R∗t−1Φ(At−1, φ̃t−1)StB
∗
i,t ,

where the subscript i indicator denotes the household’s choice variables, whereas variables
without a subscript are economy-wide aggregates. The variables W p

i,t and W
f

i,t represent the
period t labor income in the primary or secondary sectors.10 Bt denotes the value of nominal
domestic bonds, St is the nominal exchange rate representing the amount of local currency
per unit of foreign currency and B∗t the value of foreign bonds (in foreign currency). Rt and
R∗t are the domestic and foreign gross risk-free interest rates, respectively. The exogenous
process εb,t creates a wedge between policy and private interest rates. P c

t is the CPI and
P i
t the investment good price index. Households invest Ift in private capital Kf

t used in the
secondary sector and Ipt in private capital Kp

t used in the primary sector. Rk,p
t and Rk,f

t

denote the return on capital in the primary and final sectors, respectively. The term TRi,t

9 The domestic financial markets are assumed to be complete, thus each financially included household
can insure against any type of idiosyncratic risk through the purchase of the appropriate portfolio of state-
contingent securities. This prevents the frictions from causing these households to become heterogeneous,
so the representative agent framework is still valid for this type of household.

10 Note that W
p

i,t and W
f

i,t are not hourly wages, but wages over a period (here, one quarter).
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represents transfers from the government and firms, SCSi,t is the household’s net cash income
from participating in state-contingent securities. The government collects labor income taxes
τw to finance unemployment benefits $t.

Country risk premium In equation (3), the term R∗t−1Φ(At−1, φ̃t−1) represents the risk-
adjusted gross interest rate paid by foreign bonds (in foreign currency). The function Φ(.)

captures the country risk premium function of the real aggregate net foreign asset position
At ≡

StB∗t+1

Pt
and a time-varying shock to the risk premium φ̃t.11 This function illustrates

the imperfect integration in the international financial markets of the domestic economy and
induces stationarity of the model.12 Therefore, domestic households are charged a premium
over the (exogenous) foreign interest rate R∗t if the domestic economy is a net borrower
(B∗t < 0), and receive a lower remuneration on their savings if the domestic economy is a
net lender (B∗t > 0).

Capital accumulation Capital and investment are sector-specific. Capital accumulation
is subject to investment adjustment costs. In the primary sector, it follows that

Kp
t+1 = (1− δ)Kp

t + Υt

(
1− φi

(
Ipt
Ipt−1

− 1

)2
)
Ipt , (4)

where δ is the depreciation rate and φi governs the investment adjustment cost. The vari-
able Υt is a stationary investment-specific technology shock common to both sectors. The
secondary sector capital accumulation rule is similar.

Investment basket The investment good in the primary sector is a CES aggregate of
domestic (Id,pt ) and imported investment inputs (Im,pt )

Ipt =
[
(1− ωiεm,t)1/η(Id,pt )(η−1)/η + (ωiεm,t)

1/η (Im,pt )(η−1)/η
]η/(η−1)

, (5)

where ωi is the steady-state share of imports in investment. The investment basket in the
secondary sector is similar.

11 The function Φ(At, φ̃t) = exp(−φ̃A(At − A) + φ̃t) is strictly decreasing in At and satisfies Φ(Ā, 0) = 1.
In particular, Adolfson et al. (2007) set Ā = 0.

12 See Schmitt-Grohe and Uribe (2003).
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3.1.2 Financially excluded households

There is a continuum of EHs of mass 1 indexed by e ∈ (0, 1) with preferences given by (1).
These households do not have access to financial and capital markets. Financial exclusion has
two components. First, they are excluded from insurance markets and therefore unable to
hedge against labor market idiosyncratic risks. Second, bond and capital markets exclusion
implies that they are unable to transfer wealth inter-temporally. They consequently consume
their entire labor income in every period as in Mankiw (2000).13 Their budget constraint is
given by

P c
t Ce,t = (1− τw)

(
W

p

e,tN
p
e,t +W

f

e,tN
f
e,t

)
+
(

1−Np
e,t −N

f
e,t

)
$t , (6)

where W p

e,t and W
f

e,t are wages in the primary and secondary sectors, respectively. This
specification allows for heterogeneity in households’ wages and introduces unemployment
benefits $t.

3.2 Firms

There are two categories of goods: primary commodities and secondary products. The latter
are either domestically produced or imported.

3.2.1 Commodity sector

The commodity good is produced under perfect competition in the domestic economy. The
representative firm combines capital and labor to produce a commodity input Y p

t and sell
its products on the world market. The production function is given by

Y p
t = Y p

0

(
Kp
t

Kp
0

)αp (εl,tLpt
Lp0

)(1−αp−βp)

, (7)

where the terms Y p
0 , K

p
0 and Lp0 are normalizing constants and only represent choices of units.

The term εlt is a labor-augmenting productivity shock common to the primary and secondary
sectors, Kp

t is capital used in the mining sector and Lpt =
∫ 1

0
Np
i,tH

p
i,tdi+

∫ 1

0
Np
e,tH

p
e,tde is the

amount of labor in the primary sector. The income shares of capital and labor are given by
13 With this respect, EHs are akin to the rule-of-thumb households introduced in Coenen and Straub (2005),

Erceg et al. (2006) and Galí et al. (2007) and used in the context of developing and emerging economies by
Medina and Soto (2007), Céspedes et al. (2012) and Prasad and Zhang (2015).
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αp and 1− αp − βp, respectively. Therefore, βp captures decreasing returns to scale.14 The
commodity sector captures the impact of world commodity prices on the domestic economy.
The world real commodity price P p∗t

P ∗t
is driven by an exogenous ARMA(1,1) process.

3.2.2 Final good sector

The structure of the secondary sector can be arranged in three steps: i) production of an
undifferentiated secondary good, ii) its differentiation with brand-naming technology and
finally iii) its aggregation into consumption or investment good. Step one is performed by a
secondary good producer. Steps two and three depend on intermediate and final distributors
operating in the domestic, import and export markets, which introduce Calvo (1983) price
stickiness.

Secondary good producer The secondary good is produced under perfect competition.
The representative firm uses capital Kf

t and hires labor Lft to produce an undifferentiated
secondary good denoted Y f

t . The production function for the secondary good is given by

Y f
t = Y f

0

(
Kf
t

Kf
0

)αf
(
εl,tL

f
t

Lf0

)(1−αf )

, (8)

where the terms Y f
0 , Kf

0 and Lf0 are normalizing constants and only represent choices of
units, αf is the capital income share and labor is given by Lft =

∫ 1

0
N f
i,tH

f
i,tdi+

∫ 1

0
N f
e,tH

f
e,tde.

Domestic distributors There are two types of domestic distributors: intermediate and
final. There is a continuum of intermediate distributors, indexed by j ∈ [0, 1]. Each inter-
mediate distributor buys a homogeneous secondary good Y f ; turns it into a differentiated
intermediate good (using a brand naming technology) and then sells it to a final distributor
at price Pj,t. Every intermediate distributor is assumed to be a price taker in the secondary
good markets (purchasing secondary goods at their marginal costs) and a monopoly supplier
of its own variety (setting its own price).

The intermediate distributor follows a price adjustment rule à-la Calvo (1983). Every
period t, with probability (1 − ξd), any intermediate distributor j is allowed to re-optimize
its price by choosing the optimal price P new

t .15 With probability ξd, it cannot re-optimize,
14 Decreasing returns to scale control the elasticity of commodity supply. It captures fixed production

factors such as the stock of natural resources or land.
15 Since all distributors allowed to reset their prices are virtually identical and will always choose the same

price, the index j is dropped to simplify the notation. This price is subject to a standard cost-push shock
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and it simply indexes its price for period t+ 1 according to the following rule:

Pj,t+1 = (πt)
κd(π)1−κdPj,t,

where πt = Pt
Pt−1

is the previous period’s inflation rate, π is the inflation target; κd is an
indexation parameter.

The final distributor is an aggregator which uses a continuum of differentiated interme-
diate goods to produce the final homogeneous good, which is then used for consumption and
investment by domestic households and sold at price Pt. The final distributor is assumed to
have the following CES production function:

Jdt =

[∫ 1

0

(
Jdj,t
) εd−1

εd dj

] εd
εd−1

, 1 < εd, (9)

where J ∈ (C, I) refers to the consumption or investment good and εd is the elasticity of
substitution between intermediate inputs. Consequently, the relative demand for a type j
input is given by

Jdj,t =

(
Pj,t
Pt

)−εd
Jdt , (10)

where Pt is the price index defined by

Pt =

[∫ 1

0

P 1−εd
j,t dj

] 1
1−εd

. (11)

Exporting distributors The intermediate exporting firm buys a homogeneous domestic
good Y f from domestic secondary producers, turns it into a type-specific differentiated good
using a brand naming technology and then sells it on the foreign market to an aggregator at
price P x

j,t expressed in foreign currency.
Domestic intermediate exporting firms follow a Calvo price-setting rule and can optimally

change their price only when they receive a random signal. In any period t, each exporting
firm has a probability (1− ξx) of re-optimizing its price by choosing P x

new,t. With probability
ξx, the importing firm cannot re-optimize at time t and, instead, it indexes its price according
to the following formula: P x

j,t+1 = (πxt )
κx(π)1−κxP x

j,t where πxt =
Pxt
Pxt−1

. This foreign currency
price stickiness assumption implies short-run incomplete exchange rate pass-through to the
export price.

described in the appendix.
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The aggregator produces final exported goods sold at price P x
t abroad. The final exported

good aggregates a continuum of j differentiated exported goods, each supplied by a different
firm, according to

Xf
t =

[∫ l

0

(X̃j,t)
εx−1
εx dj

] εx
εx−1

, 1 < εx , (12)

where εx is the elasticity of substitution between intermediate inputs. Foreign demand for
the aggregate final exported good is defined by

Xf
t =

(
P x
t

P ∗t

)−ηf
εx,t , (13)

where P x
t =

[∫ 1

0
(P x

j,t)
1−εxdj

] 1
1−εx is the export price (denominated in export market cur-

rency). P ∗t is the price of the foreign good in foreign currency and εx,t captures a foreign
demand shock. The coefficient ηf is the foreign elasticity of substitution between foreign
and domestic goods and allows for short-run deviations from the law of one price.

Importing distributors The (foreign-owned) intermediate importing firm buys a homo-
geneous foreign good in the world market at an exogenous price P ∗t . It turns it into a
type-specific good using a differentiating technology (brand naming) and then sells it in the
domestic market to an aggregator at price Pm

j,t.
Foreign intermediate importing firms follow a Calvo price-setting rule and can optimally

change their price only when they receive a random signal. In any period t, each importing
firm has a probability (1 − ξm) of re-optimizing its price by choosing Pm

new,t
16. With prob-

ability ξm, the importing firm cannot reoptimize at time t and, instead, it indexes its price
according to the following formula: Pm

j,t+1 = (πmt )κm(π)1−κmPm
j,t where πmt =

Pmt
Pmt−1

. This local
currency price stickiness assumption implies incomplete exchange rate pass-through to the
consumption and investment import prices.

The aggregator produces final imported consumption and investment goods sold at price
Pm
t to households.17 These goods are aggregated using a continuum of j differentiated

imported goods. Each is supplied according to
16 All importing firms that are allowed to re-optimize their price, in a given period, will choose the same

price, therefore it is not necessary to use a firm index
17 This assumption departs from Adolfson et al. (2007) by assuming that the imported good price is the

same for both investment and consumption.
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Jmt =

[∫ l

0

(Jmj,t)
εm−1
εm dj

] εm
εm−1

, 1 < εm, (14)

where J ∈ (C, I) and εm is the elasticity of substitution between intermediates in the im-
ported consumption and investment sectors.

3.3 Labor market

I introduce SAM frictions with staggered wage bargaining following Gertler and Trigari
(2009) and Thomas (2008). SAM frictions imply that vacancies are not automatically filled
and they generate equilibrium unemployment. Staggered wage bargaining introduces wage
dispersion and inertia. In this paper, I consider two sectors. Households employed in a
particular sector cannot work in the other sector and do not search for another job. Unem-
ployed households are perfectly mobile and search for jobs in both sectors. IHs and EHs are
identical in term of skills and perfectly substitutable, both at the intensive and extensive
margin.

3.3.1 Employment and the matching process

Here, I describe the matching process. Unemployed households search for jobs. Firms post
vacancies to attract new workers and cannot discriminate between IHs and EHs. Therefore,
IHs’ and EHs’ employment rates are identical. For the sake of simplicity, I focus on the
primary sector. It is straightforward to extend these assumptions to the secondary sector.

The matching function In every period, some unemployed households are matched with
firms. The number of matches in the primary sector is given by

Mp
t = σm,p(Ut)

σm(V p
t )1−σm , (15)

where σm,p is a scaling parameter and σm is the elasticity of matches to unemployment. The
variable Ut is the unemployment level (Ut/2 is the unemployment rate) and V p

t is the number
of vacancies posted in the primary sectors. From this matching function, it is convenient to
define the vacancy-filling rates:

qpt =
Mp

t

V p
t

= σm,p

(
Ut
V p
t

)σm
, (16)
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as well as the job-finding rate:

ppt =
Mp

t

Ut
= σm,p

(
V p
t

Ut

)1−σm
. (17)

Employment In every period, matches have an exogenous probability δn to break. There-
fore, the law of motion of aggregate employment in the primary sector is

Np
t = (1− δn)Np

t−1 +Mp
t . (18)

Vacancy posting and search costs Unemployed households are searching for a job at
no cost. The cost of posting vacancies for a firm in the primary sector is given by

χp
1 + θ

(V p
t )1+θ Pt + εv,tV

p
t Pt , (19)

where χp is a scaling parameter and θ > 0 implies that the cost is convex. The vacancy cost
shock εv,t is an exogenous AR(1) process with a mean equal to zero. In the secondary sector,
the number of matches (M f

t ), the vacancy-filling rate (qft ), the job-finding rate (pft ), the law
of motion of employment (N f

t ) and the vacancy posting cost are analogous to equations (15),
(16), (17), (18) and (19), respectively.

3.3.2 Wage-setting and hours

The labor contract specifies the wage and hours worked. Hours are adjusted in every period
to maximize the current global employment surplus - the sum of IH and EH employees and
firms’ surpluses - and identical for each household working in a particular sector. Wages
are sticky and result from a staggered wage bargaining procedure. For simplicity, I here
assume that firms and IHs bargain over wages, while EHs take the outcome of the bargain
as given. A robustness exercise relaxes this assumption. In every period, a random fraction
of previously employed IHs bargain with firms to share the IHs’ employment surplus. An
identical fraction of EHs take the outcome of this bargain as given and adjust their wage
accordingly. Other previously employed IHs and EHs follow a partial indexation rule. When
a match is formed, the new worker receives a wage randomly drawn from the present wage
distribution.18 Below, I focus on the primary sector. It is straightforward to extend these
assumptions to the secondary sector.

18 Since the firm hires a continuum of workers, it considers the aggregate wage for its vacancy posting
decision.
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Employees’ surplus The IH i employee’s surplus Spi,t in the primary sector is defined by
the contribution of the marginal job to household’s lifetime utility expressed in monetary
units. It is given by

Spi,t =
∂Wi,t

∂Np
i,t

(
1

υi,t

)
(20)

= (1− τw)W
p

i,t −$t −
[
U(Hp

i,t) + An

υi,t
+ β

υi,t+1

υi,t

(
pptS

I,p
t+1 + pft S

I,f
t+1

)]
+ (1− δn)β

υi,t+1

υi,t
Spi,t+1 ,

where U(Hp
i,t) is the disutility from hours worked and υi,t is the shadow value associated

with constraint (3). The first two terms represent the nominal wage (net of tax) in excess
to unemployment benefits. The terms in brackets are the relative disutility of labor efforts
(expressed in monetary units) and the discounted expected value from searching for a job
when unemployed. The latter depends on the probability of finding a job in the primary
or secondary sectors and on the average employee’s surplus in these sectors where SI,pt+1 =∫ 1

0
Spi,t+1di and SI,ft+1 =

∫ 1

0
Sfi,t+1di. The final term is the discounted future employee’s surplus

conditional on keeping the job. The appendix shows how to derive expression (20).

Firms’ surplus The present value of the representative firm’s profits is given by:

Ppt = P p
t Y

p
t −

∫ 1

0

W
p

i,tN
p
i,tdi−

∫ 1

0

W
p

e,tN
p
e,tde

−
(

χp
1 + θ

(V p
t )1+θ Pt + εv,tV

p
t Pt

)
−Rk,p

t Kp
t + β

υt+1

υt
Ppt+1, (21)

where the first term represents revenues, the second and third terms are the wages paid to
IHs and EHs, respectively, the fourth term is the vacancy posting cost, the fifth term is the
cost of renting capital and the final term is the discounted value of future profits. The firm’s
surplus from employing an IH i is given by

Zp
i,t =

∂Ppt
∂Np

i,t

= P p
t

∂Y p
t

∂Np
i,t

−W p

i,t + (1− δn)β
υt+1

υt
Zp
i,t+1 (22)

where the first term is the value of output produced by this additional employee; the second
term is the employee’s wage cost and the final term is the firm’s expected discounted future
surplus conditional on keeping the worker.
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Wage bargaining In every period, a fraction 1− ξw of IHs employed in the primary and
secondary sectors receive a random signal to bargain over wages. The outcome of the bargain
between firms and IHs in the primary sector consists in splitting the total employment surplus
SI,p∗t+s + ZI,p∗

t+s . In this expression, stars refer to contracts negotiated at time t. The optimal
wage W̄ p∗

t implies that workers receive a fraction 1 − ωw,t of this surplus over the expected
contract duration. An identical fraction 1 − ξw of EHs reset their wages to W̄ p∗

t . See the
appendix for more details on the computations.19

Wage indexation Any IH i (and any EH e) working in the primary sector that do not
bargain at time t follow an indexation mechanism described by

W̄ p
i,t =

(
πct−1

)κw
(π̄)1−κw W̄ p

i,t−1 , (23)

such that wages are indexed to past CPI inflation πct−1 =
P ct−1

P ct−2
and to the inflation target π̄.

The wage-indexation parameter κw determines the relative importance of past CPI inflation
in the indexation process.

Hours decision Hours worked in every period in the primary sector maximize the overall
present employment surplus. Therefore, the optimal level of hours Hp

i,t equalizes the value of
the marginal product of labor (expressed in utility term with firms’ owners discount factor)
P p
t
∂Y pt
∂Np

i,t
υt to the household marginal disutility from hours worked ∂U(Hp

i,t)

∂Hp
i,t

. Hours worked
are thus independent of wages and indentical for IHs and EHs because they share the same
utility function and hours are separable in the utility function.

3.4 Public authorities

The public sector comprises a central bank and a government.

Central bank The monetary authority follows a simple Taylor rule:

Rt = ρrRt−1 + (1− ρr)
(
R + τπ,c (πct − π̄)− τU

(
Ut − Ū

2

)
+ τπ,w (πwt − π̄)

)
+ εR,t, (24)

where ρr is the interest rate smoothing parameter, τπ,c is the response to current CPI inflation
deviation from its target π̄, τU is the response to unemployment deviation from its target Ū

19 The assumption that only IHs are included in the wage bargaining greatly simplifies computations
because they share the same discount factor with the firms.
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and τπ,w is the response to wage inflation. The exogenous process εR,t is a monetary policy
shock.

Government The government follows a simple public consumption rule:

Gt = ρgGt−1 + (1− ρg)Ḡ+ εg,t, (25)

where Ḡ is the steady-state value of public consumption and εg,t is a public consumption
shock. Government consumption is composed of domestic goods only and financed via lump-
sum transfers paid by IHs.

The government distributes labor income taxes to the unemployed. Therefore, each
unemployed household receives

$i,t = τw

(
W̄ p
t N

p
t + W̄ f

t N
f
t

Ut

)
. (26)

This rule produces pro-cyclical social transfers at a minimal cost in term of complexity.
Indeed, it has no impact on EHs’ aggregate consumption dynamics and it preserves Mankiw
(2000)’s prediction: EHs’ aggregate consumption level depends on aggregate labor income.
Moreover, the government balances its budget in every period, which allows to abstract from
government debt. In the robustness section, I present three alternative assumptions for the
employees’ outside option.

3.5 Closing market conditions and definitions

In equilibrium, the goods, labor and bond markets have to clear. The final goods aggregate
resource constraint reads:

(
Cd
t + Idt +Gt

)
υdt +Xf

t υ
x
t ≤ Y f

t . (27)

where

υdt =

∫ 1

0

(
Pi,t
Pt

)−εd
di (28)
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is a measure of domestic price dispersion causing an input loss in the domestic distribution
process (9), and

υxt =

∫ 1

0

(
P x
i,t

P x
t

)−εx
di (29)

is a measure of export price dispersion causing an input loss in the export distribution
process (12). Those two price dispersion measures are bounded from below one. They imply
that price dispersion increases the amount of inputs Y f required to produce domestically
consumed goods Cd, Id or G and exported goods Xf .

The domestic bond market clears when the demand for liquidity from households equals
the monetary injection by the central bank. Since the central bank money supply is perfectly
inelastic at its policy rate, it is not necessary to define it. The foreign bond market clears
when the positions of the exporting and importing firms equal the households’ choice of
foreign bond holdings. The net foreign asset position changes according to:

StB
∗
t+1 = R∗t−1Φ

(
At−1, φ̃t−1

)
StB

∗
t + St

(
P x
t X

f
t + P ∗pt Y

p
t

)
− Pm

t (Cm
t + Imt ) , (30)

Finally, the GDP identity is defined by

Yt = Ct + It +Gt +Xt −Mt , (31)

where It = Ipt + Ift ; Xt = Xf
t + Y p

t and Mt = Cm
t + Imt .

3.6 Aggregate welfare

This section introduces IHs and EHs’ aggregate utility and describes the effect of idiosyncratic
risks on EHs’ utility. Details are presented in the appendix.

IHs’ aggregate utility The aggregate utility level for IHs is given by UI
t =

∫ 1

0
Ui,tdi,

which can be expressed as a function of aggregate variables:

UI
t =

(
CI
t

)1−σc − 1

1− σc
− Np

t

2

(
Ah(H

p
t )1+σh

1 + σh
+ An

)
− N f

t

2

(
Ah(H

f
t )1+σh

1 + σh
+ An

)
, (32)

where CI
t is the IHs’ aggregate consumption level and Np

t

2
and Nf

t

2
represent the share of IHs

employed in the primary and secondary sectors, respectively.
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EHs’ aggregate utility EHs’ aggregate level of utility is given by UE
t =

∫ 1

0
Ue,tde, which

can be expressed as:

UE
t =

Np
t

2

(
CE,P
t

)1−σc
υcpt − 1

1− σc
+
N f
t

2

(
CE,F
t

)1−σc
υcft − 1

1− σc
+
Ut
2

(
CE,U
t

)1−σc
− 1

1− σc
(33)

− Np
t

2

(
Ah(H

p
t )1+σh

1 + σh
+ An

)
− N f

t

2

(
Ah(H

f
t )1+σh

1 + σh
+ An

)
,

where CE,P
t , CE,F

t and CE,U
t represent the average consumption level of EHs employed in

the primary sector, employed in the secondary sector or unemployed, respectively. Sectoral
aggregate wage differences and unemployment risks thus directly affect EHs utility, via differ-
ent consumption levels. Moreover, the terms υcpt and υcft capture the impact of labor income
dispersion within the primary and secondary sectors on EHs’ aggregate utility, respectively.
These terms account for staggered wage bargaining risks.20 They are given by:

υcpt =

∫ 1

0

(
W̄ p
e,t

W̄ p
t

)(1−σc)

de. (34)

υcft =

∫ 1

0

(
W̄ f
e,t

W̄ f
t

)(1−σc)

de. (35)

At steady-state, when all individual wages W̄e,t are equal to the market average W̄t, these
terms are equal to one. When 0 < σc < 1, these terms are bounded from above one. If all
individual wages are not identical, these terms are strictly smaller than one, which implies
a welfare loss in equation (33). When σc > 1, these terms are bounded from below one. If
all individual wages are not identical, these terms are strictly larger than one, which also
implies a welfare loss in equation (33) because the (1 − σc) denominator takes a negative
value.

4 Empirical Methodology

This section sets out the methodology. First, it outlines the estimation methods. Second, it
presents the different shocks used in the estimation, to compute the welfare cost of business
cycles and to perform monetary policy experiments. Third, it defines the measures used to
express the welfare costs and to rank alternative policies.

20 Note that in contrast to Erceg et al. (2000), there is no hours dispersion in this framework.
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4.1 Bayesian estimation

The model is estimated with Bayesian methods (e.g. DeJong et al., 2000; Otrok, 2001; and
Schorfheide, 2000)21. This section presents the dataset, the value of some key estimated
parameters, their identification, and the value of some other calibrated parameters.

4.1.1 Data

The model is estimated with Bayesian methods using 10 domestic and 2 foreign variables.
The dataset includes domestic GDP; private consumption; investment; exports and imports;
employment; consumer price index; aggregate wage index; risk-free rate; and nominal effec-
tive exchange rate. Foreign variables include the US risk-free rate and a commodity price
index measured as an average of world coal, platinum, silver, gold and aluminum prices. This
index includes important South African commodities. Data range from 1994Q1 to 2017Q4
to exclude the apartheid period in South Africa (characterized by political and economic
instability).22 Data sources and transformations are presented in table 15.

4.1.2 Estimated parameters

The priors and posteriors of estimated parameters are reported in table 5. Some estimated
parameters deserve particular attention. Nominal price and wage rigidities are crucial since
they reduce firms’ and households’ ability to adjust their prices and wages to business cycle
fluctuations. They generate price and wage dispersions that are costly in term of welfare. The
mode of the domestic price Calvo parameter ξd is 0.78 which implies an average price duration
of 4.5 quarters. Wages are relatively sticky: ξw = 0.91. This implies an average wage duration
of two years and three quarter (conditional on the fact that the worker keeps his job).23 The
estimated Taylor rule coefficients show that the SARB responded to inflation fluctuations
(τπ,c=1.71), which is consistent with its mandate and the introduction of inflation targeting.
In addition, changes in interest rates were smooth (ρr=0.85). The response to unemployment
deviation from its target is small (τu = 0.08). At the estimation stage, I set τπ,w=0. The
methodologies proposed by Andrle (2010) and Iskrev (2010) implemented in Dynare were
used to check parameters identification.

21 Using DYNARE. See Adjemian et al. (2011).
22 Houssa et al. (2019) also experiment stopping in 2009Q1 to avoid most of the zero lower bound period

in the US (which is difficult to capture with a simple Taylor rule) as well as starting in 2000Q1 which
corresponds to the introduction of formal inflation targeting in South Africa. Estimated parameters were
relatively stable.

23 The unconditional duration is 6.5 quarters. This takes both renegotiation and exogenous separation
probabilities into account.
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4.1.3 Calibrated parameters

Some other parameters are calibrated (see table 4). Considering the crucial role of the labor
market in this paper, I elaborate on the calibration of this sector. The equilibrium unemploy-
ment rate is calibrated to 10%. Although the unemployment rate in South Africa remained
close to 25% over the estimation period, more than 60% of the jobless are classified as long-
term unemployed (OECD data and Banerjee et al., 2008). Calibrating the unemployment
rate to 10% therefore offers a better description of the transitory unemployment dynamics
generated by the model. The land share βp is calibrated to 0.31 to ensure that the mining
sector represents 11% of GDP while it only accounts 6.7% of the labor force, on average
(South African Chamber of Mines). The (quarterly) separation rate δn is calibrated to 0.07
based on the labor market transition probabilities in Anand et al. (2016). These assumptions
generate a job-finding rate of 4% and 59% in the primary and secondary sectors. The scaling
parameters σm,p and σm,f in the matching function are adjusted so that the probability of
filling a vacancy equals 0.5 at steady state. χp and χf are set such that the employment
surplus amounts to 5% of the wage. The labor income tax rate τw is calibrated to 5%,
which implies that unemployment benefits amount to 45% of the wage at steady state. The
workers’ share of the employment surplus ωw and the matching elasticity to unemployment
σm are calibrated to 0.5 following Gertler and Trigari (2009). The curvature parameter in
the vacancy posting cost function θ is set to 1 following Thomas (2008). The disutility from
holding a job An adjusts such that the above calibration hold at steady state. The relative
importance of labor in utility Ah is calibrated so that agents devote 30% of their time to
labor activities and only represents a choice of unit.

Some other parameters deserve particular attention. First, the foreign interest rate elas-
ticity to net foreign asset position φa captures the degree of integration of the emerging
economy in global financial markets. As φa decreases, the cost of international risk-sharing
falls and so does the welfare cost of business cycles. In the baseline, I use φa = 10−3 follow-
ing Schmitt-Grohe and Uribe (2003). In robustness exercises, I first follow Adolfson et al.
(2007) and set φa to 0.01 and then follow Brzoza-Brzezina and Kotlowski (2016) and set φa
to 10−4. Second, the input demand elasticity εd influences the output wastes in equations
(28) and (29) generated by inflation volatility. In the baseline, I follow Schmitt-Grohe and
Uribe (2007) and use a value of 5. In a robustness exercise, I set this parameter to 10. All
other parameters are calibrated to match the mean of observed variables.
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4.2 Structural shocks

Table 1 reports the 13 innovations analyzed in this paper.

Table 1: Structural shocks

Symbol Process Est. WC MP RS Description

Foreign
Interest rate R∗

t ARMA(1) X X X Exogenous foreign interest rate
Commodity Pp∗

t

P∗
t

ARMA(1) X X X X Exogenous commodity price

SOE
UIP φ̃t AR(1) X X Country risk premium
Imp. volume εm,t AR(1) X Change in home bias
Exp. volume εx,t AR(1) X X X Change in foreign demand

Domestic
Wedge εb,t AR(1) X X X Private sector risk-premium
Gov. cons. εg,t AR(1) X X X Government consumption
Inv. spe. Υt AR(1) X X X Investment efficiency shock
Monetary policy εR,t IID X X Deviation from Taylor rule
Productivity εl,t AR(1) X Labor-augmenting productivity
Cost-push εd,t AR(1) X X X X Cost-push shock (final good)
Wage bargaining ωw,t AR(1) X X X X Change in bargaining power
Vacancy cost εv,t AR(1) X X X X Vacancy posting cost

I use twelve shocks in the estimation stage, which matches the number of observed vari-
ables. The labor-augmenting productivity shock is excluded from the estimation stage be-
cause hours are not available in the data.24 Ten shocks are used to compute the welfare costs
of business cycles. At this stage, I additionally exclude the import volume shock as this shock
directly enters households’ preferences. I also exclude the UIP shock. With a low foreign
interest rate elasticity to the net foreign asset position, this shock generates unrealistic net
foreign asset accumulation by IHs in the long run. When evaluating monetary policies, I
additionally exclude the monetary policy shock, thereby reducing the number of innovations
to nine for this specific step. In robustness exercises, I isolate the effect of each aggregate
supply shock. They consist of labor-augmenting productivity, cost-push, wage bargaining
and vacancy cost shocks. Their analysis is of particular importance as they entail a trade-
off between employment and inflation stabilization. I also consider commodity price shocks
which are important drivers of business cycle fluctuations in many emerging economies such
as South Africa.

24 Labour inputs can be adjusted at the intensive and extensive margins. Hours worked by employee - in
addition to employment - are thus necessary to identify TFP as a residual between output and the use of
productive inputs.
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4.3 Welfare measures

The welfare cost of business cycles This paper measures the welfare cost of business
cycle fluctuations using a second-order approximation to the model (Schmitt-Grohe and
Uribe, 2004).25 The welfare cost of business cycles is defined along the lines of Lucas (1987) as
the share of consumption that an agent would be ready to give up in every period to insulate
the economy from all shocks and therefore eliminate aggregate fluctuations. This measure
is provided for the two categories of households. A second-order approximation implies that
the variance of shocks can have an impact on the mean of endogenous variables. This could
make the volatile environment artificially attractive if, for example, precautionary motives
encourage capital accumulation. Conditional welfare measures are therefore computed. They
solve this issue by imposing that all simulations (i.e. with or without shocks) start from the
same initial point (including the same value of capital). In this paper, this common starting
point is the deterministic steady state. Unconditional welfare cost measures are also reported.
They can be interpreted as the long-term cost of business cycles.

Comparison of simple policy rules This paper also explores potential welfare gains from
alternative monetary policy rules. It focuses on simple and implementable monetary rules
(Schmitt-Grohe and Uribe, 2007). Those rules determine the response of policy variables as
a function of a small number of easily observable macroeconomic indicators (such as inflation
and unemployment) and deliver uniqueness of the rational expectation equilibrium. As such,
they include the rule advocated by Taylor (1993) as well as many modified versions proposed
in the literature. A simple evaluation of conditional aggregate welfare measures would be
enough to rank alternative policy rules. However, conditional compensation measures are
also provided to assess the magnitude of the difference in welfare. It is defined as the
fraction of consumption that an agent would be ready to abandon to be transferred from the
benchmark economy to an alternative economy. The computations are provided in appendix
D.

5 Empirical Results

This section presents the results. First, it computes the welfare cost of business cycle fluc-
tuations. Second, it evaluates optimal simple monetary policy rules.

25 The literature has also used the linear-quadratic approach of Benigno and Woodford (2005) and Benigno
and Woodford (2012). Although this approach delivers a closed form (as a function of deep parameters)
solution to the welfare loss function, the complexity of this model would make computation difficult.
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5.1 Welfare costs of business cycles and the role of financial markets

In this section, I measure the welfare cost of business cycles for IHs and EHs. As set out
in the model section, EHs are exposed to three different types of labor income idiosyncratic
risks: unemployment, sectoral wage differences and staggered wage bargaining. To quantify
and isolate the impact of each type of labor market idiosyncratic risk, I additionally compute
the welfare cost of business cycles under three different scenarios. First, I remove staggered
wage bargaining risks, by assuming that every EHs can share their income with their peers
working in the same sector. Second, I also eliminate average sectoral wage difference risks,
by assuming that all employed EHs can share their income. Finally, I remove all types of
idiosyncratic risk - including unemployment risk - by allowing all EHs to share their income.26

Table 2: Welfare cost of business cycle fluctuations

Welfare Effects Cdt cost relative to IH Uncdt cost relative to IH

IH 1.253 1.000 0.573 1.000
EH 4.215 3.364 4.380 7.642
EH (sectoral) 2.978 2.377 3.005 5.243
EH (work) 2.973 2.373 2.998 5.231
EH (full) 0.810 0.646 0.597 1.041

Note: Welfare costs expressed as percentage points of (permanent) steady-state consumption. Con-
ditional costs in the first column assume that the stochastic economy initially starts from its deter-
ministic steady state. Unconditional costs in the third column. Second and fourth columns report
relative conditional and unconditional costs expressed as a fraction of IHs’ cost, respectively.

Table 2 reports the welfare cost of business cycle fluctuations. The welfare cost is substan-
tially larger for EHs. While the welfare cost represents 1.25% of steady-state consumption
for IHs, it is as high as 4.21% for EHs. When EHs can share risks with their peers working in
the same sector, the welfare cost of business cycles declines to 2.98%. Therefore, the inability
to insure against staggered wage bargaining risks generating wage dispersion in each sector
exacerbates the welfare costs of business cycles for about 1.2 percentage point of steady-state
consumption. When they are additionally able to share risks with all employed households,
thereby canceling out sector-specific wage differentials, the welfare cost of business cycles
barely changes (it only declines by 0.005 percentage points). Sectoral differences in average
wages therefore seem to play a marginal role. Third, when all EHs share risks, the welfare

26 The utility in equation (33) is therefore re-evaluated with υcpt = υcft = 1 and CRPt 6= CRFt 6= CRUt
to remove staggered wage bargaining risks, with υcpt = υcft = 1 and CRPt = CRFt 6= CRUt to additionally
cancel out sectoral wage differences and CRPt = CRFt = CRUt and υcpt = υcft = 1 to eliminate all forms of
idiosyncratic risk (including unemployment).
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cost of business cycles drops to 0.81%. This substantial drop indicates that unemployment
risks are crucial.

How does the business cycle interact with unemployment idiosyncratic risks to produce
large welfare losses? In short, business cycle fluctuations increase both the probability of
occurrence and the severity of the unemployment risk. Business cycle fluctuations actually
push up the average unemployment rate. This mechanism derives from the curvature of the
matching function and from the empirical negative correlation between the unemployment
rate and job-finding rates. Moreover, business cycle fluctuations make employees’ outside
options more volatile. In the baseline scenario, unemployment benefits are tied to labor
income tax receipts (equation 26). As an illustration, imagine that a recession hits the
economy. The recession raises the unemployment rate and lowers labor income tax receipts,
which implies that unemployment benefits are cut. Consequently, it is worse to be laid off
during a recession.27 Since their consumption levels are very low when unemployed, they are
ready to pay a large premium to reduce the probability of occurrence of unemployment and
to avoid further consumption volatility if the unemployment risk materializes.28

The staggered wage bargaining risk also amplifies the welfare cost of business cycle fluc-
tuations for EHs, for at least two reasons. First, inflation fluctuations affect real wages,
for workers who are not allowed to reset their wages. Second, the timing of negotiations
matters, as the value of the employment surplus changes over the business cycle. Indeed,
a typical business cycle downturn leads to a drop in the value of the employment surplus.
For households facing negotiations, wages are cut. These risks generate income and con-
sumption dispersion for EHs and translate into sizeable welfare losses. The least important
idiosyncratic risk is the sectoral aggregate wage difference. In the bargaining framework,
the aggregate wage in one sector influences wage-setting in the other sector via its impact
on employees’ outside options. Average wages in the primary and secondary sectors are
therefore highly correlated.29 Moreover, only a small fraction of workers are employed in the
primary sector. This makes the effects of risk-sharing between sector marginal.

When EHs are able to eliminate all three types of idiosyncratic risks, their welfare cost
of business cycle fluctuations drops to a low value, which could even be lower than the cost

27 Other arguments have been developed in the literature to show that it is worse to be laid off during
recessions. Notably, Krusell et al. (2009) recognize that prolonged periods of unemployment - which are
more likely during recessions - exhaust poor households’ savings with large welfare effects. In robustness
exercises, I consider two alternatives which deliver similar results.

28 In a related framework, Santis (2007) argues that eliminating aggregate fluctuations might bring large
welfare gains when agents already face substantial idiosyncratic risks because the welfare cost of consumption
fluctuations is an increasing and convex function of the total amount of risk.

29 This is especially true in this model, as I do not introduce sector-specific shocks.
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experienced by IHs. It therefore seems that capital and bond markets exclusion does not
amplify the welfare cost of business cycles for households having access to the insurance
markets. In this specific case, exclusion from bond and capital markets does not increase
consumption volatility and consequently does not raise the welfare cost of business cycle
fluctuations. Three characteristics of the model provide an explanation. First, aggregate
consumption is usually more volatile than output in emerging markets. However, EHs’ ag-
gregate consumption follows aggregate labor incomes and therefore cannot be much more
volatile than GDP. It implies that IHs’ consumption volatility increases to match the aggre-
gate consumption volatility.30 Second, there are important risks linked to holding any type
of assets (such as capital and foreign assets), which can make IHs’ aggregate incomes more
volatile. Third, IHs own the firms and are therefore directly exposed to the input waste
related to price dispersion.

A few words of caution relate to the interpretation of this latter result. This paper
does not provide any evidence on the effects of bond and capital markets exclusion when
households have no access to insurance. It would require a third category of households -
having access to bonds and capital but excluded from state-contingent asset markets - that
cannot be accommodated in a typical DSGE model.31 In this framework, one would expect
bonds to play a crucial role as a self-insurance tool. Moreover, this latter result does not
mean that bond and capital markets exclusion does not generate inequality. In this model,
it actually does: IHs enjoy a higher average consumption level.

Finally, I evaluate the welfare costs of some specific shocks, taken one at a time in
sequence, while setting all other shocks to zero. This exercise reveals that wage bargaining
and vacancy cost shocks are much more costly for EHs compared to IHs. These shocks
directly increase labor income idiosyncratic risks and thus disproportionately affect EHs. In
contrast, cost-push shocks are very costly for IHs, while they could be welfare increasing
for EHs.32 Because IHs own the firms, they directly pay for the output loss related to
price dispersion in equation (28). Commodity price shocks, which are important drivers
of business cycle fluctuations in many emerging markets (including South Africa), are very
costly to both IHs and EHs. Alone, they represent a welfare loss equivalent to 0.53 and
1.21% of consumption for IHs and EHs, respectively.

30 Bhattacharya and Patnaik (2016) find a similar result.
31 Idiosyncratic risks would make this type of agent heterogeneous with respect to capital and bond holdings

and the representative agent framework would break. An option be to assume that this type of agent follows
simple rules of thumb for their savings decisions.

32 More details on the welfare costs of cost-push shocks are provided in the next section.
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5.2 Optimal simple monetary policy rules

Different degrees of exposure to different types of risk - such as unemployment and staggered
wage bargaining risks - generate different preferences regarding the conduct of monetary pol-
icy. In this section, I show that IHs favor stronger policy responses to CPI inflation deviation
from target, while EHs benefit the most from unemployment and wage stabilization.

For this purpose, I evaluate optimal simple rules from the point of view of IHs and EHs,
denoted as IH-OSR and EH-OSR, respectively. I restrict my attention to monetary policy
rules responding to CPI inflation, wage inflation, and unemployment deviations from their
respective targets while allowing for interest rate smoothing, as described in equation (24).
The parameter ρr is restricted to the [0, 0.95[ interval to avoid hyper-persistent policies.
The sum of τπ,c, τu and τπ,w is constrained to be smaller than 10. As argued by Schmitt-
Grohe and Uribe (2007), excessively large coefficients could be difficult to communicate to
the public. Moreover, τπ,c > 1.1 ensures that the Taylor principle holds and that Blanchard
Kahn conditions are met. Finally, since monetary policy shocks reduce welfare, these shocks
are set to zero. In a first step, I compare optimal simple rules when the economy is driven
by a large variety of domestic and foreign demand and supply shocks, which is meant to
capture the South African business cycle. In a second step, I describe how, according to
each category of agents, monetary policy should respond to specific supply shocks (including
cost-push, wage bargaining, vacancy cost and TFP shocks) and to commodity price shocks.
Results are presented in table 3. In order to dig into the underlying mechanisms, the impact
of IH-OSR and EH-OSR on the mean and variance of some key variables is compared to
benchmark rules in tables 9 to 14. Figures 1 to 5 show the IRFs for each of the shocks
considered, for different monetary policy rules.

Baseline scenario In the baseline economy driven by all types of shocks, the IH-OSR
requires a strong response to CPI inflation fluctuations (τπ,c = 8.9), with a small weight on
unemployment (τu = 0.89) and almost no response to wage inflation (τπ,w = 0.19). In con-
trast, the EH-OSR places a larger weight on unemployment (τu = 5.01) and wage inflation
(τπ,w = 3.7), and a smaller weight on CPI inflation (τπ,c = 1.13). This simple experiment
shows a stark contrast in monetary policy preferences for IHs and EHs. These differences
relate to the interaction between business cycle fluctuations, labor income idiosyncratic risks
and monetary policies. Indeed, monetary policies responding to unemployment fluctuations
mitigate the unemployment idiosyncratic risk, while monetary policies responding to wage
inflation mitigate the staggered wage bargaining risk. These policies therefore (dispropor-
tionately) benefit EHs. Table 9 documents the impact of different types of policy (such as
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Table 3: Optimal simple rules

Baseline ρr τπ.c τu τπ.w Cost: IH Cost: EH

IH-OSR 0.263 8.901 0.895 0.189 0.704 3.734
EH-OSR 0.528 1.128 5.011 3.702 1.462 1.844

Cost-push ρr τπ.c τu τπ.w Cost: IH Cost: EH

IH-OSR 0.354 9.954 0.044 0.001 0.239 0.470
EH-OSR 0.001 1.100 8.896 0.000 0.837 -0.609

Wage bargain ρr τπ.c τu τπ.w Cost: IH Cost: EH

IH-OSR 0.900 2.199 1.651 6.130 0.057 1.890
EH-OSR 0.528 1.111 5.411 3.470 0.181 1.474

Vacancy cost ρr τπ.c τu τπ.w Cost: IH Cost: EH

IH-OSR 0.001 7.681 0.000 2.293 0.022 0.549
EH-OSR 0.571 1.100 2.705 6.195 0.205 0.099

Commodity Price ρr τπ.c τu τπ.w Cost: IH Cost: EH

IH-OSR 0.948 1.105 0.197 0.005 0.416 1.038
EH-OSR 0.875 1.102 5.090 0.002 0.494 0.770

TFP ρr τπ.c τu τπ.w Cost: IH Cost: EH

IH-OSR 0.252 8.059 1.673 0.176 0.294 0.157
EH-OSR 0.572 2.957 6.391 0.543 0.301 0.135

Note: Optimal coefficients in columns one to four. Fifth and last columns report conditional welfare
costs for IH and EH related to each policy rules, respectively.
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the IH-OSR and the EH-OSR, but also policies that aggressively respond to CPI inflation,
unemployment or wage inflation) on the mean and variance of key variables (such as inflation
and unemployment). It shows that policies aiming at stabilizing wage inflation reduce wage
dispersion. This has a positive impact on employed EHs’ consumption volatility (at the
individual level). It also shows that unemployment stabilization policies lower replacement
income volatility, which reduces unemployed EHs’ consumption volatility. This type of pol-
icy additionally lowers the average unemployment rate by mitigating the adverse effects of
business cycles on the average employment rate. Therefore, EHs prefer unemployment and
wage inflation stabilization because those policies mitigate their exposure to idiosyncratic
risks in the labor market. In contrast, inflation stabilization policies mitigate the inefficient
price dispersion, which disproportionately benefits IHs who own the firms. Therefore, IHs
place more weight on CPI inflation stabilization. In what follows, I evaluate the IH-OSR
and EH-OSR to specific shocks and describe the mechanisms driving these results.

Cost-push shocks The IH-OSR fully commits to inflation stabilization when the economy
faces cost-push shocks. This is a standard result. In contrast, the EH-OSR places a minimal
weight on CPI inflation stabilization (τπ,c = 1.1) and a large weight on the unemployment
rate (τu = 8.9). Figure 1 compares the IRFs to cost-push shocks with the IH-OSR and
the EH-OSR (to a baseline with ρr = 0.85, τ pi = 1.5 and τU = τw = 0). As expected,
a stronger response to CPI inflation stabilizes prices, which benefits IHs, but generates
more unemployment volatility, which disproportionately hurts EHs due to their exposure
to unemployment risks. In contrast, employment stabilization policies increase inflation
volatility, which in turn generates inefficient price dispersion affecting IHs who own firms,
but mitigates EHs’ unemployment risks, via a reduction in the mean and variance of the
unemployment rate. It should be noted that cost-push shocks have a peculiar impact on
EHs’ welfare. They could actually be welfare enhancing for EHs. This is driven by the
endogenous IHs’ response to cost-push shocks. Indeed, these shocks encourage IHs to work
extra hours and to accumulate more capital, as a precautionary strategy to compensate
for the output loss related to price dispersion (see table 10). This increases the marginal
productivity of employees, drives up wages and eventually EHs’ average consumption levels.
By exacerbating price dispersion, monetary poly rules targeting the unemployment rate can
therefore increase EHs’ average consumption levels.

Wage bargaining shocks On the one hand, the IH-OSR to wage bargaining shocks re-
quires a large weight on wage inflation stabilization (τπ,w = 6.13) and smaller weights on
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CPI inflation and unemployment (τπ,c = 2.2 and τu = 1.65). This strategy focuses on the
source of the shock. Figure 2 and table 11 show that the IH-OSR still toterate substantial
price and IH consumption fluctuations, due to the relatively large weight on unemployment,
but reduces the average unemployment rate. Among the 5 rules displayed in table 11, the
IH-OSR is the only one that reduces the average unemployment (and mitigates the drop
in IH average consumption level) at a relatively low cost in term of inflation volatility. On
the other hand, the EH-OSR consists of an aggressive unemployment stabilization policy
(τu = 5.41). It also places an important weight on wage inflation (τπ,w = 3.47), but a min-
imal weight on CPI inflation (τπ,c = 1.11). Figure 2 shows that the EH-OSR exacerbates
inflation volatility, but mitigate fluctuations of real wages and unemployment rates. They
therefore reduce employed and unemployed EHs’ consumption fluctuations. Moreover, this
type of shock has a substantial impact on the level of unemployment, which makes em-
ployment stabilization policies more desirable, especially for EHs (see table 11). Also note
that a policy which stabilizes wage inflation brings some benefits, as it reduces employed
EHs’ consumption dispersion. A strong response to wage inflation would, however, increase
the unemployment mean and variance. This encourages EHs to place a larger weight on
unemployment fluctuations, even when the economy is driven by wage bargaining shocks.

Vacancy cost shocks When the economy is driven by vacancy cost shocks, the IH-OSR
has a large weight on CPI inflation fluctuations (τπ,c = 7.68), a small weight on wage infla-
tion (τπ,w = 2.29) and no weight on unemployment. This, again, contrasts with the EH-OSR
which gives more weight to wage inflation and unemployment (τπ,w = 6.19 and τu = 2.7)
than to CPI inflation (τπ,c = 1.1). Figure 3 and table 12 show a strong trade-off between
CPI inflation and unemployment stabilization objectives. When vacancy costs are low, poli-
cies aiming at stabilizing the unemployment rate can only discourage employment creation
through higher interest rates, which generate a relatively large drop in IHs’ consumption,
a large appreciation and a large decline in prices. Due to the staggered wage bargaining
process, this drop in prices generates an increase in real wages. This increase in real wages
in turn boosts EHs’ consumption demand and mitigates the impact of the initial monetary
policy tightening. Unemployment stabilization therefore comes at a heavy cost to IHs in the
form of a large increase in IHs’ consumption and price volatilities. This explains why IHs
prefer not to accommodate unemployment fluctuations. In contrast, EHs still favor a rela-
tively strong unemployment stabilization policy, because the drop in employment volatility
compensates for the increase in employed EHs’ aggregate consumption volatility.
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Commodity price shocks I now turn to commodity price shocks. In this case, the
IH-OSR shows a gradual (ρr = 0.95) and moderate response to both CPI inflation and
unemployment fluctuations (τπ,c = 1.1 and τu = 0.2). The EH-OSR has a larger weight on
unemployment fluctuations (τπ,c = 1.1 and τu = 5.09). The low weight on CPI inflation
in the IH-OSR may come as a surprise. However, because commodity price shocks behave
as aggregate demand shocks (see figure 4), policy rules responding to the unemployment
rate can also stabilize CPI inflation as long as τu is not too large. In terms of inflation and
unemployment volatility, the impact of the IH-OSR is similar to the anti-inflation rule (with
ρr = 0.85, τπ,c = 5 and τu = τπ,w = 0) in table 13. The main difference between these two
rules is that the IH-OSR has one additional benefit: it reduces the average unemployment
rate. EHs prefer to place a larger weight on unemployment fluctuations. Therefore, the
EH-OSR generates more inflation volatility, but less unemployment volatility. It should also
be noted that commodity price shocks potentially cause large welfare losses for both IHs
and EHs. These shocks therefore trigger precautionary savings for IHs. These precautionary
savings nevertheless take a different form compared to cost-push shocks. In this case, IHs
accumulate more foreign bonds, but less primary sector capital. This strategy lowers their
exposure to commodity price fluctuations.

TFP shocks Although TFP shocks are not introduced in the estimation, I evaluate the
optimal policy response to TFP shocks in the final good sector as a robustness exercise.
I calibrate the variance of this shock to 1% and the autoregressive coefficient to 0.99 to
generate persistent TFP fluctuations. In this case, the IH-OSR shows a large weight on CPI
inflation stabilization (τπ,c = 8.06) and lower weights on unemployment and wage inflation
(τu = 1.67 and τπ,w = 0.18). In contrast, the EH-OSR has larger weights on unemployment
(τu = 6.39) compared to CPI and wage inflation (τπ,c = 2.04 and τπ,w = 0.54).

6 Model validation and robustness checks

Moments and income dispersion To evaluate the welfare costs of business cycle fluc-
tuations and the impact of monetary policies, the model should be able to generate realistic
business cycle fluctuations and income dispersion. Table 6 shows that the estimated model
reproduces the South Africa business cycle. Indeed, the variance, auto-correlation and corre-
lation with GDP of aggregate simulated and observed variables are similar (with the notable
exception of trade and foreign variables). In particular, co-movements between key vari-
ables such as GDP, CPI inflation, employment, wage inflation and the policy rate are well
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approximated by the model. Moreover, the model generates labor income dispersion. The
South African National Income Dynamics Study (NIDS) database provides information on
labor market income at the household level. Ranchhod (2013) describes this database and
computes the average within-individual coefficient of variation to argue that income is very
volatile at the household level in South Africa.33 He reports a value of 0.64 using the first
three waves of the NIDS. The present model generates a within-individual coefficient of
variation of 0.33 for labor incomes (assigning a zero wage to the unemployed). The model
therefore captures a substantial fraction of income dispersion, while leaving some scope for
other factors not included in the model (such as different skill levels).

Calibration I perform a robustness analysis to changes in the value of some calibrated
parameters such as the risk-premium elasticity to the net foreign asset position (φa) and to
the input demand elasticity (εd). Moreover, I test the impact of external multiplicative habit
formation in consumption (introduced by Abel, 1990 and Gali, 1994).34 Results are reported
in tables 7 and 8. Conclusions remain qualitatively unchanged: EHs want to place a larger
weight on unemployment and wage inflation stabilization. In particular, an increase in εd

encourages IHs to place a larger weight on CPI inflation, which exacerbates the trade-off
faced by the monetary authority. Changes in φa do not seem to affect the optimal simple
rules’ weights, although it has a substantial impact on IHs’ welfare through their ability to
smooth consumption using foreign bond markets. External habits lower the welfare costs
of business cycles for both IHs and EHs because they mitigate the effect of lower aggregate
consumption level caused by the lower average employment level that accompanies business
cycle fluctuations in search and matching models. The impact of external habits on the
optimal simple rule remains limited.

Temporary unemployment benefits as the outside option I perform a robustness
exercise using an alternative assumption governing unemployed households’ outside options.
I now consider temporary unemployment benefits. For a maximum of two periods, unem-
ployed households receive a fraction of the wage they received prior to entering unemployment
given by $i,t = 0.5W̄i,t−1. Households entering long-term unemployment lose their unem-
ployment benefits but receive a minimal level of transfer calibrated to 25% of EHs’ level of
consumption at steady state. This assumption fits the South African institutional frame-

33 The within-individual coefficient of variation takes, for each individual, the ratio of its standard deviation
in income (over time) to its average income.

34 I use multiplicative habit instead of additive habit because the latter would complicate the aggregation
of EHs’ welfare.
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work described in the appendix. As expected, the assumption governing the outside option
has a minor impact on IHs. Note, however, that this rule exacerbates IHs’ consumption
volatility, which causes an increase in their welfare costs, and a small increase on the weight
assigned to unemployment fluctuations in their preferred rule. In contrast, EHs experience
smaller consumption fluctuations, which causes a small drop in their welfare costs. This
assumption has an important effect on the EH-OSR. Indeed, as unemployment benefits are
tied to wages, wages dispersion causes unemployment benefits dispersion, and wage inflation
stabilization becomes their primary concern. In this case, the monetary authority faces a
trade-off between CPI and wage inflation stabilization.

The informal sector as the outside option Next, I assume that the government does
not provide unemployment benefits, but that the unemployed work in the informal sector.
Each unemployed household inelastically supplies x units of a home production good CH

t

which enters the consumption basket (2) as follows:
Ci,t =

[
(1− ωc − ωh)1/η(Cd

i,t)
(η−1)/η + (ωc)

1/η(Cm
i,t)

(η−1)/η + (ωh)
1/η(Ch

i,t)
(η−1)/η

]η/(η−1).
I calibrate ωh such that the value of home production represents 50% of the wage in the
formal sector at steady state. Under this assumption, there is an interaction between the
unemployment rate and the value of the replacement income. For example, an increase in
the unemployment rate raises the supply of the home good and therefore pushes down its
price, reducing the value of households’ home production. In this case, the IH-OSR and
EH-OSR are similar to the baseline.

Counter-cyclical unemployment benefits As demonstrated in Michaud and Rothert
(2018), social transfers tend to be pro-cyclical in emerging markets, while they are counter-
cyclical in advanced economies. How much would the results in this paper be affected by
counter-cyclical unemployment benefits? I perform a simple experiment where the govern-
ment pays a CPI-indexed transfers to the unemployed allowing each unemployed EHs to
purchase a constant amount of consumption goods. In this case, the welfare cost of business
cycle is reduced for EHs because business cycle fluctuations do not affect EHs consumption
when unemployed. This also reduces the importance of the unemployment risk, and thus
reduces the weight of unemployment in the EH-OSR. Counter-cyclical social transfers miti-
gate the trade-off between inflation and unemployment fluctuations faced by the monetary
authority. In this case, EHs favor wage stabilisation policies which mitigate the staggered
wage bargaining risk.
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Optimizing EHs In this paper, I assumed that EHs are not involved in the wage bargain
but rather take the outcome of the bargain as given. This assumption simplifies the resolution
of the model and its exposition. To relax this assumption, EHs’ wages are set by sharing the
expected employment surplus (details are presented in the appendix).

Compared to the baseline, I document two main differences regarding EHs’ wages. First,
their steady-state level of wage is now lower because their outside option is worse compared
to IHs (when unemployed, EHs can only consume their unemployment benefits, while IHs
benefit from returns on bonds, capital and state contingent claims). Second, EHs wages are
more volatile, because their outside option is more dependant on business cycle fluctuations.
This is clearly illustrated by figure 6, which shows the dynamic response of EHs’ wages to a
monetary policy shock compared to the baseline.

What follows is that allowing EHs to bargain does not change the main results of the
paper. I find that the welfare cost of business cycles remains elevated for EHs, and that it is
due to their inability to insure against idiosyncratic risks in the labor market. The EH-OSR
still implies unemployment and wage stabilization, while the IH-OSR focus on inflation. This
monetary policy trade-off is even slightly stronger than in the baseline model, as shown in
table 8. Also note that in this case, business cycles could be welfare increasing for IHs,
because EHs respond to business cycle fluctuations by accepting lower wages on average,
which increases the average employment level and allows IHs to maintain a higher average
consumption level.

UIP shocks UIP shocks (affecting the exchange rate) are excluded from the baseline
welfare and monetary policy analysis because they deliver peculiar results. Here, I describe
their effects and show that the results are robust to their introduction. Surprisingly, I find
that UIP shocks could be welfare increasing for both IHs and EHs, although it is more likely
to be the case for IHs. These shocks encourage IHs to accumulate a lot of net foreign assets
(about 125% of GDP when calibrating the UIP shock to its estimated mode) and generate
term of trade appreciation. This allows IHs to increase their average level of consumption
while at the same time reducing hours worked in the medium and long run.

How could these shocks be welfare increasing, for both IHs and EHs? Precautionary
savings can explain the foreign assets accumulation. However, savings required to accumulate
these assets have a detrimental impact on welfare in the short run, which should be captured
by conditional welfare measures. Alone, they can not explain why UIP shocks are welfare
increasing for IHs, and they do not directly help EHs. I propose two potential explanations.
First, UIP shocks cause large import price fluctuations, which offer option effects, in the sense
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that households can take opportunity of low import prices to accumulate more capital (via
imported investment inputs) and to consume more foreign goods when they are cheap.35

Second, households do not internalize the effect of their net foreign asset position on the
country risk premium and on the term of trade. It is also possible that UIP shocks, by
generating precautionary savings in foreign assets, increase welfare via a reduction in the
country risk premium and a term of trade appreciation. These explanations are coherent with
the fact that UIP shocks cause substantial foreign asset accumulation and an appreciation
in the term of trade. How does this help EHs, who do not accumulate net foreign assets?
They also benefit from the term of trade appreciation. Moreover, in the short-run, IHs
precautionary savings encourage job creation and reduces the unemployment risk faced EHs.

There is one crucial parameter driving these results: the risk premium elasticity to the
net foreign asset position. When this parameter gets larger, UIP shocks cease to be welfare
increasing. In this case, when IHs tries to accumulate foreign assets, the return on foreign
asset decreases, which limits the efficiency of this strategy.

When evaluating the optimal monetary policy response to UIP shocks, I find that both
IHs and EHs benefit from passive monetary policies, tolerating large fluctuations in the
exchange rate, CPI and unemployment rate. However, including UIP shocks in the analysis
do not change the main results. When the economy is driven by a large variety of shocks
(including the UIP shock), EHs still favour stronger policy responses to unemployment and
wage fluctuations. The weights on the IH-OSR and EH-OSR barely changes.

7 Conclusion

This paper measures the cost of business cycle fluctuations and the effects of alternative
monetary policies in a small open emerging economy. It builds a large-scale NK-DSGE
model with labor market idiosyncratic risks and imperfect capital and financial markets
inclusion. It is applied to South Africa.

Results show that the welfare costs of business cycles are substantial in the emerging
economy and that they are larger for households excluded from capital and financial mar-
kets. Their inability to hedge against unemployment and staggered wage bargaining risks is
a key determinant of their welfare costs. It follows that different degrees of exposure to dif-
ferent types of risks generate divergent preferences regarding the conduct of monetary policy.
On the one hand, more aggressive anti-inflation policy benefits households with access to

35 Lester et al. (2014) and Cho et al. (2015) show that TFP shocks could be welfare enhancing in a RBC
model and describe similar option effects.
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financial markets. On the other hand, responding to unemployment and wage fluctuations
is more likely to benefit households excluded from these markets. This trade-off faced by
the monetary authority is robust to changes in the value of key parameters, to different
assumptions governing unemployed households’ replacement incomes and to different types
of shocks driving the business cycle. In the three cases considered, which sequentially tie
replacement incomes to aggregate labor incomes, to individual wages prior to entering un-
employment, or to returns from working in an informal sector, IHs place more weight on
CPI inflation stabilization, while EHs prefer unemployment and wage inflation stabilization.
The relative weight assigned by EHs to these latter two objectives depends on the nature of
the replacement income.

This paper draws on two strands of literature. On the one hand, representative agent
NK-DSGE models can reproduce business cycle fluctuations, due to the rich set of shocks
and frictions that were gradually introduced in these models, in an effort to match aggregate
fluctuations. On the other hand, HANK models generate realistic income and consumption
dispersion. However, their complexity limits the set of shocks, frictions and estimation
methods that they can handle, which limits their ability to reproduce the business cycle. This
paper offers a compromise, by exploring the effect of consumption dispersion, for households
unable to accumulate wealth, in a large scale DSGE models that produce rich business cycle
fluctuations.

Two crucial assumptions were made. First, I assume that a fraction of households are
excluded from financial markets, thereby limiting their ability to eliminate idiosyncratic risks.
Second, I also assume that these households are unable to accumulate wealth. Under these
assumptions, it is possible to consider consumption dispersion in a large scale DSGE model.
These assumptions, although very strong, are meant to capture the empirical importance
of imperfect financial market inclusion and unequal wealth distribution that characterize
emerging markets.

Finally, this paper raises different questions. First, considering the fact that large welfare
costs of business cycles remain, especially for EHs, it would be interesting to consider the
relative efficiency of fiscal policies. Second, there is a large body of literature evaluating
optimal monetary policy responses to exchange rate fluctuations. This framework could
easily be adjusted to address these questions, from the point of view of households included
or excluded from financial markets.
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Table 4: Calibrated parameters and targets

Parameter Description Baseline

h Hours devoted to work 0.3000
π̄ Inflation rate target 1.0150
Ū/2 Unemployment rate target 0.1000
R Mean risk-free rate 1.0250
τw Labor income tax 0.0500
δ Capital depreciation rate 0.0200
αp Capital inc. share in prim. sector 0.3333
αd Capital inc. share in sec. sector 0.3333
yp/y Mining sector share in GDP 0.1100
np/(np + nf ) Mining sector share in empl. 0.0670
ωc Imports share in consumption 0.2000
ωi Imports share in investment 0.5000
ωx Imports share in exports 0.4000
a/y Foreign Debt to GDP ratio 0.0000
g/y Gov. consumption to GDP ratio 0.1950
φa Debt-elastic foreign interest rate 0.0001
κd = κx = κm Price indexation 0.2000
εd Input demand elasticity 5.0000
δn Job separation rate 0.0700
θ Vacancy costs elast. 1.0000
σm Matching elast. to unempl. 0.5000
ωw Workers surplus 0.5000
κw wage indexation 0.5000
σc Cons. subst. elast. 2.0000
σl Labor sup. elast. 2.0000
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Table 5: Estimated shock processes and parameters

Shocks: Std Description Mode

εb Wedge 0.0056
Υ Inv. specific 0.1704
εR Mon. Pol. 0.0022
εd Cost-push 0.0394
ωw Wage bargain 0.1258
εv Vacancy cost 0.0283
φ̃ UIP 0.0091
εm Import volume 0.0249
εx Export volume 0.0490
R∗ Mon. Pol.* 0.0012
Pp∗

P∗ Com. Price* 0.0649

Shocks: AR(1) Description Mode

ρb Wedge 0.839
ρΥ Inv. specific 0.469
ρd Cost-push 0.521
ρωw Wage bargain 0.205
ρv Vacancy cost 0.727
ρφ UIP 0.855
ρm Import volume 0.900
ρx Export volume 0.935

Shocks: ARMA(1) Description Mode

R∗ Mon. Pol.*: AR 0.936
R∗ Mon. Pol.*: MA 0.516
Pp∗

P∗ Com. Price*: AR 0.959
Pp∗

P∗ Com. Price*: MA 0.401

Shocks: correlation Description Mode

εx, εm Corr(εx, εm) 0.952

Structural parameters Description Mode

ξd Calvo final good 0.785
ξm Calvo impots 0.791
ξx Calvo exports 0.827
ξw Calvo wages 0.909
κw Wage indexation 0.441
φi Invest. adj. cost 7.481
ηf Exports price elast. 0.677
η Imports price elast. 1.215

Monetary policy Description Mode

ρr Int. rate smooth. 0.845
τπc CB inflation resp. 1.709
τu CB Unempl. resp. 0.085
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Table 7: Welfare costs - sensitivity analysis

Habit Cdt cost relative to IH Uncdt cost relative to IH

IH 0.579 1.000 0.289 1.000
EH 3.898 6.735 4.122 14.261
EH (sectoral) 2.647 4.573 2.733 9.455
EH (work) 2.641 4.564 2.726 9.430
EH (full) 0.430 0.742 0.291 1.005

φa = 0.01 Cdt cost relative to IH Uncdt cost relative to IH

IH 1.622 1.000 1.822 1.000
EH 4.421 2.725 4.924 2.702
EH (sectoral) 3.186 1.964 3.559 1.953
EH (work) 3.182 1.962 3.554 1.950
EH (full) 0.886 0.546 1.085 0.595

φa = 0.0001 Cdt cost relative to IH Uncdt cost relative to IH

IH 0.835 1.000 -9.322 1.000
EH 4.021 4.816 1.981 -0.213
EH (sectoral) 2.781 3.331 0.539 -0.058
EH (work) 2.773 3.322 0.520 -0.056
EH (full) 0.714 0.856 -2.034 0.218

εd = 10 Cdt cost relative to IH Uncdt cost relative to IH

IH 2.333 1.000 1.636 1.000
EH 4.212 1.805 4.348 2.658
EH (sectoral) 2.969 1.272 2.965 1.813
EH (work) 2.963 1.270 2.958 1.808
EH (full) 0.915 0.392 0.626 0.382

UB = f(wages) Cdt cost relative to IH Uncdt cost relative to IH

IH 1.443 1.000 0.833 1.000
EH 3.419 2.370 3.584 4.305
EH (sectoral) 1.963 1.361 1.967 2.362
EH (work) 1.957 1.357 1.960 2.353
EH (full) 0.601 0.417 0.346 0.415

Informal sector Cdt cost relative to IH Uncdt cost relative to IH

IH 1.219 1.000 0.572 1.000
EH 3.583 2.940 3.668 6.410
EH (sectoral) 2.327 1.910 2.269 3.966
EH (work) 2.321 1.905 2.262 3.953
EH (full) 0.748 0.614 0.535 0.935

UB=constant Cdt cost relative to IH Uncdt cost relative to IH

IH 1.693 1.000 1.077 1.000
EH 2.079 1.228 2.069 1.920
EH (sectoral) 0.812 0.480 0.658 0.610
EH (work) 0.806 0.476 0.650 0.603
EH (full) 0.447 0.264 0.185 0.172

Optimizing EHs Cdt cost relative to OH Uncdt cost relative to OH

IH 0.002 - -0.867 -
EH 3.961 - 4.217 -



Table 8: Optimal simple rules - sensitivity analysis

Habit ρr τπ,c τu τπ,w Cost: IH Cost: EH

IH-OSR 0.290 9.170 0.788 0.035 0.311 3.400
EH-OSR 0.000 1.100 4.475 4.423 0.677 1.705

φa = 0.01 ρr τπ,c τu τπ,w Cost: IH Cost: EH

IH-OSR 0.261 8.996 0.963 0.039 1.048 3.836
EH-OSR 0.533 1.105 5.140 3.725 1.805 1.916

φa = 0.0001 ρr τπ,c τu τπ,w Cost: IH Cost: EH

IH-OSR 0.257 8.900 0.858 0.224 0.314 3.653
EH-OSR 0.520 1.129 4.952 3.707 1.081 1.760

εd = 10 ρr τπ,c τu τπ,w Cost: IH Cost: EH

IH-OSR 0.100 9.552 0.430 0.013 1.129 4.292
EH-OSR 0.723 1.581 4.130 4.208 2.732 2.012

UB linked to wages ρr τπ,c τu τπ,w Cost: IH Cost: EH

IH-OSR 0.334 8.409 1.473 0.100 0.821 2.796
EH-OSR 0.411 1.103 2.828 3.188 1.349 1.976

Informal sector ρr τπ,c τu τπ,w Cost: IH Cost: EH

IH-OSR 0.329 8.110 0.981 0.837 0.686 3.042
EH-OSR 0.431 1.105 3.540 3.467 1.294 1.798

UB constant ρr τπ,c τu τπ,w Cost: IH Cost: EH

IH-OSR 0.384 8.107 1.830 0.044 0.949 1.831
EH-OSR 0.480 1.114 1.310 2.783 1.229 1.591

Optimzing EH ρr τπ,c τu τπ,w Cost: IH Cost: EH

IH-OSR 0.248 9.887 0.002 0.077 -0.722 4.154
EH-OSR 0.019 1.127 4.091 4.617 1.047 2.023

48



Ta
bl
e
9:

E
ffe

ct
s
of

al
te
rn
at
iv
e
po

lic
y
ru
le
s
-
al
ls

ho
ck
s

B
as
el
in
e

C
P
I
In
fla

ti
on

U
ne
m
pl
oy
m
en
t

W
ag
e
in
fla

ti
on

IH
O
SR

E
H

O
SR

W
el
fa
re

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

IH
1.
69
3

0.
98
9

0.
71
3

1.
43
8

0.
26
0

1.
13
8

0.
56
3

0.
70
4

0.
99
8

1.
46
2

0.
23
6

E
H

5.
72
3

4.
69
5

1.
08
1

2.
09
8

3.
71
4

4.
18
0

1.
61
4

3.
73
4

2.
06
9

1.
84
4

3.
96
4

E
H

(s
ec
t.
)

4.
51
4

3.
51
9

1.
03
4

0.
73
1

3.
82
2

3.
06
8

1.
49
6

2.
55
8

2.
01
0

0.
63
7

3.
91
4

E
H

(w
or
k)

4.
50
9

3.
51
4

1.
03
4

0.
72
6

3.
82
2

3.
06
2

1.
49
6

2.
55
2

2.
01
0

0.
63
2

3.
91
4

E
H

(f
ul
l)

1.
02
8

0.
87
2

0.
15
7

0.
44
4

0.
58
9

0.
77
2

0.
25
9

0.
83
7

0.
19
3

0.
47
7

0.
55
6

P
ol
.
O
bj
.

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

π
c

-0
.0
92

0.
95
4

-0
.0
07

0.
55
9

0.
03
8

1.
25
5

-0
.0
22

0.
77
6

0.
02
4

0.
46
5

0.
01
5

1.
30
5

U
0.
90
1

2.
89
9

0.
51
4

2.
77
1

0.
02
9

0.
96
1

0.
45
9

2.
55
9

0.
27
9

2.
34
2

0.
01
9

0.
74
4

U
ti
lit
y

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

C
I

-1
.0
33

2.
97
1

-0
.5
05

2.
88
7

-0
.8
87

2.
63
7

-0
.6
19

2.
89
5

-0
.2
99

3.
26
9

-0
.8
85

2.
89
4

C
E
.p

2.
32
5

5.
45
3

1.
80
7

5.
55
2

1.
26
4

5.
17
5

1.
78
1

5.
56
8

1.
35
4

5.
51
2

1.
24
0

5.
35
0

C
E
.f

0.
64
2

4.
41
4

0.
22
3

4.
45
3

0.
15
2

3.
81
1

0.
27
8

4.
41
7

-0
.0
96

4.
36
2

0.
10
5

3.
98
7

C
E
.u

-0
.3
05

30
.0
60

2.
88
5

28
.9
29

1.
08
6

12
.2
04

2.
35
5

26
.8
73

2.
85
1

25
.0
35

0.
62
6

9.
07
5

H
p

1.
71
3

3.
64
1

1.
22
1

3.
72
3

1.
10
2

3.
65
7

1.
25
3

3.
71
8

0.
92
5

3.
69
6

1.
11
0

3.
69
4

H
f

0.
93
8

2.
16
9

0.
50
0

2.
21
9

0.
61
3

2.
01
5

0.
58
0

2.
15
2

0.
27
2

2.
25
4

0.
62
2

2.
00
2

υ
c
p

1.
71
9

1.
64
1

1.
74
2

1.
55
1

1.
60
4

1.
57
6

υ
c
f

1.
65
7

1.
58
0

1.
74
2

1.
48
2

1.
55
2

1.
53
2

D
is
pe

rs
io
n

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

υ
d

0.
41
5

0.
18
8

0.
60
2

0.
29
1

0.
11
5

0.
62
3

υ
x

0.
17
9

0.
18
1

0.
19
6

0.
18
9

0.
18
6

0.
20
1

S̃
p

0.
98
5

0.
95
5

0.
85
7

0.
93
0

0.
92
5

0.
84
7

S̃
f

0.
34
4

0.
32
8

0.
30
9

0.
32
6

0.
31
8

0.
30
4

St
oc
ks

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

K
p

-2
.7
85

9.
80
4

-2
.5
93

9.
59
8

-2
.4
02

9.
22
7

-2
.5
71

9.
47
0

-2
.5
83

9.
41
2

-2
.4
52

9.
16
1

K
f

-0
.1
90

4.
37
1

-0
.1
41

4.
22
7

-0
.1
32

4.
02
8

-0
.1
13

4.
17
1

-0
.2
56

4.
11
2

-0
.1
38

3.
98
1

A
22
.2
85

47
.5
33

22
.1
09

46
.8
21

20
.8
84

45
.9
32

21
.6
63

46
.7
77

21
.9
84

46
.6
57

21
.0
67

45
.8
13

N
ot
e:

B
as
el
in
e
ru
le
:
ρ
r

=
0.

8
5,
τ
π
,c

=
1.

5,
τ
u

=
τ
π
,w

=
0.

C
P
I
in
fla

ti
on

:
ρ
r

=
0.

85
,
τ
π
,c

=
5,
τ
u

=
τ
π
,w

=
0.

U
ne
m
pl
oy
m
en
t:
ρ
r

=
0.

8
5,
τ
π
,c

=
1.

5,
τ
u

=
1.

5
,
τ
π
,w

=
0.

W
ag
e
in
fla

ti
on

:
ρ
r

=
0.

85
,
τ
π
,c

=
1.

5,
τ
u

=
0,
τ
π
,w

=
1.

5.
IH

-O
SR

an
d
E
H
-O

SR
:
se
e
op

ti
m
al

co
effi

ci
en

ts
’
va
lu
es

in
ta
bl
e
3.

M
os
t
va
ri
ab
le
s
ex
pr
es
se
d
in

%
de
vi
at
io
n
fr
om

th
ei
r
st
ea
dy
-s
ta
te
.

U
ne
m
pl
oy
m
en
t
ra
te

in
pe
rc
en
ta
ge
-p
oi
nt

de
vi
at
io
n
fr
om

ss
.
S̃
p
an

d
S̃
f
as

pe
rc
en

ta
ge

of
in
ve
st
m
en

t
lo
st

as
ad
ju
st
m
en

t
co
st
.
A

as
a

pe
rc
en
ta
ge

of
G
D
P

at
ss
.
Si
m
ul
at
ed

m
om

en
ts

ba
se
d
on

25
0
se
ri
es

of
10
0
pe
ri
od
s.

49



Ta
bl
e
10

:
E
ffe

ct
s
of

al
te
rn
at
iv
e
po

lic
y
ru
le
s
-
C
os
t-
pu

sh
sh
oc
ks

B
as
el
in
e

C
P
I
in
fla

ti
on

U
ne
m
pl
oy
m
en
t

W
ag
e
in
fla

ti
on

IH
O
SR

E
H

O
SR

W
el
fa
re

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

IH
0.
47
6

0.
35
0

0.
12
7

0.
64
6

-0
.1
71

0.
46
4

0.
01
2

0.
23
9

0.
23
9

0.
83
7

-0
.3
65

E
H

-0
.3
51

-0
.0
64

-0
.2
87

-0
.5
33

0.
18
2

-0
.3
25

-0
.0
25

0.
47
0

-0
.8
25

-0
.6
09

0.
25
7

E
H

(s
ec
t.
)

-0
.3
60

-0
.0
83

-0
.2
77

-0
.5
36

0.
17
5

-0
.3
35

-0
.0
25

0.
43
3

-0
.7
98

-0
.6
09

0.
24
8

E
H

(w
or
k)

-0
.3
60

-0
.0
83

-0
.2
77

-0
.5
36

0.
17
5

-0
.3
35

-0
.0
25

0.
43
3

-0
.7
98

-0
.6
09

0.
24
8

E
H

(f
ul
l)

-0
.4
71

-0
.3
35

-0
.1
36

-0
.5
58

0.
08
7

-0
.4
58

-0
.0
13

-0
.0
57

-0
.4
15

-0
.6
00

0.
12
8

P
ol
.
O
bj
.

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

π
c

-0
.0
02

0.
62
8

-0
.0
02

0.
47
4

-0
.0
10

0.
78
2

-0
.0
04

0.
60
9

-0
.0
04

0.
26
9

-0
.0
13

0.
96
4

U
-0
.0
11

0.
71
7

0.
02
4

0.
93
9

-0
.0
05

0.
37
1

0.
00
1

0.
71
4

0.
09
8

1.
16
8

0.
00
0

0.
05
6

U
ti
lit
y

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

C
I

-0
.2
20

0.
74
0

-0
.1
42

1.
27
2

-0
.3
43

0.
32
2

-0
.2
20

0.
80
0

-0
.0
58

2.
36
3

-0
.4
72

0.
27
0

C
E
.p

0.
56
9

1.
37
1

0.
39
4

1.
25
0

0.
73
9

1.
50
2

0.
55
7

1.
31
4

0.
09
7

1.
28
5

0.
86
5

1.
70
5

C
E
.f

0.
66
3

1.
60
0

0.
52
9

1.
50
2

0.
80
0

1.
70
5

0.
65
8

1.
54
3

0.
29
4

1.
57
0

0.
89
8

1.
88
3

C
E
.u

1.
40
8

8.
87
5

1.
30
0

11
.1
79

1.
05
2

5.
49
6

1.
28
6

8.
96
2

0.
73
4

13
.3
88

0.
90
5

2.
40
1

H
p

0.
34
0

0.
30
1

0.
24
2

0.
29
1

0.
46
3

0.
29
2

0.
33
3

0.
27
2

0.
12
6

0.
33
7

0.
59
0

0.
34
1

H
f

0.
38
1

0.
86
4

0.
30
2

0.
92
0

0.
48
7

0.
85
8

0.
37
7

0.
85
8

0.
21
2

1.
19
8

0.
60
1

0.
87
1

υ
c
p

0.
00
4

0.
01
0

0.
00
0

0.
00
4

0.
02
2

0.
00
3

υ
c
f

0.
01
3

0.
02
5

0.
00
3

0.
01
3

0.
04
9

0.
00
1

D
is
pe

rs
io
n

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

υ
d

0.
21
8

0.
14
0

0.
30
3

0.
20
7

0.
05
5

0.
41
7

υ
x

0.
00
7

0.
00
6

0.
01
0

0.
00
7

0.
00
6

0.
01
3

S̃
p

0.
00
2

0.
00
6

0.
00
0

0.
00
2

0.
01
5

0.
00
3

S̃
f

0.
00
4

0.
00
9

0.
00
0

0.
00
4

0.
01
9

0.
00
1

St
oc
ks

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

K
p

0.
30
8

0.
20
5

0.
25
0

0.
23
7

0.
26
0

0.
18
4

0.
27
6

0.
16
7

0.
10
7

0.
35
3

0.
22
5

0.
24
3

K
f

0.
52
6

0.
24
4

0.
43
0

0.
26
4

0.
54
4

0.
21
9

0.
49
6

0.
24
2

0.
24
6

0.
23
6

0.
59
2

0.
24
0

A
-0
.6
46

0.
82
8

-0
.5
97

1.
84
0

-0
.9
02

0.
85
3

-0
.7
50

0.
92
3

-0
.4
14

3.
81
8

-0
.8
04

1.
76
9

N
ot
e:

B
as
el
in
e
ru
le
:
ρ
r

=
0.

8
5,
τ
π
,c

=
1.

5,
τ
u

=
τ
π
,w

=
0.

C
P
I
in
fla

ti
on

:
ρ
r

=
0.

85
,
τ
π
,c

=
5,
τ
u

=
τ
π
,w

=
0.

U
ne
m
pl
oy
m
en
t:
ρ
r

=
0.

8
5,
τ
π
,c

=
1.

5,
τ
u

=
1.

5
,
τ
π
,w

=
0.

W
ag
e
in
fla

ti
on

:
ρ
r

=
0.

85
,
τ
π
,c

=
1.

5,
τ
u

=
0,
τ
π
,w

=
1.

5.
IH

-O
SR

an
d
E
H
-O

SR
:
se
e
op

ti
m
al

co
effi

ci
en

ts
’
va
lu
es

in
ta
bl
e
3.

M
os
t
va
ri
ab
le
s
ex
pr
es
se
d
in

%
de
vi
at
io
n
fr
om

th
ei
r
st
ea
dy
-s
ta
te
.

U
ne
m
pl
oy
m
en
t
ra
te

in
pe
rc
en
ta
ge
-p
oi
nt

de
vi
at
io
n
fr
om

ss
.
S̃
p
an

d
S̃
f
as

pe
rc
en

ta
ge

of
in
ve
st
m
en

t
lo
st

as
ad
ju
st
m
en

t
co
st
.
A

as
a

pe
rc
en
ta
ge

of
G
D
P

at
ss
.
Si
m
ul
at
ed

m
om

en
ts

ba
se
d
on

25
0
se
ri
es

of
10
0
pe
ri
od
s.

50



Ta
bl
e
11

:
E
ffe

ct
s
of

al
te
rn
at
iv
e
po

lic
y
ru
le
s
-
W
ag

e
ba

rg
ai
n
sh
oc
ks

B
as
el
in
e

C
P
I
in
fla

ti
on

U
ne
m
pl
oy
m
en
t

W
ag
e
in
fla

ti
on

IH
O
SR

E
H

O
SR

W
el
fa
re

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

IH
0.
21
6

0.
21
0

0.
00
6

0.
23
3

-0
.0
17

0.
18
8

0.
02
8

0.
05
7

0.
15
9

0.
18
1

0.
03
5

E
H

2.
51
1

2.
77
7

-0
.2
74

1.
57
8

0.
94
8

2.
53
6

-0
.0
25

1.
89
0

0.
63
3

1.
47
4

1.
05
3

E
H

(s
ec
t.
)

1.
30
9

1.
60
6

-0
.3
01

0.
22
7

1.
08
5

1.
42
8

-0
.1
21

0.
81
1

0.
50
2

0.
27
2

1.
04
0

E
H

(w
or
k)

1.
30
9

1.
60
6

-0
.3
01

0.
22
7

1.
08
5

1.
42
8

-0
.1
21

0.
81
1

0.
50
2

0.
27
2

1.
04
0

E
H

(f
ul
l)

0.
30
2

0.
38
0

-0
.0
78

0.
18
8

0.
11
4

0.
37
2

-0
.0
71

0.
33
8

-0
.0
37

0.
22
1

0.
08
1

P
ol
.
O
bj
.

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

π
c

-0
.0
02

0.
12
8

-0
.0
01

0.
03
5

0.
04
7

0.
62
0

-0
.0
09

0.
15
2

0.
02
1

0.
33
6

0.
02
6

0.
59
4

U
0.
31
8

1.
35
8

0.
36
1

1.
55
2

0.
02
1

0.
26
5

0.
32
2

1.
47
0

0.
11
8

1.
16
6

0.
02
1

0.
38
9

U
ti
lit
y

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

C
I

-0
.1
64

0.
73
2

-0
.1
58

0.
90
1

-0
.1
73

0.
24
8

-0
.1
38

1.
16
2

-0
.0
39

1.
40
4

-0
.1
27

1.
00
9

C
E
.p

0.
21
4

3.
10
2

0.
21
2

3.
27
4

-0
.1
22

2.
15
7

0.
16
1

3.
23
1

-0
.0
87

2.
96
7

-0
.1
16

2.
27
3

C
E
.f

0.
22
0

3.
25
9

0.
20
4

3.
42
8

-0
.0
50

2.
30
7

0.
14
1

3.
35
9

-0
.1
08

3.
07
2

-0
.1
00

2.
38
8

C
E
.u

-1
.3
51

11
.7
85

-1
.1
94

13
.5
50

-0
.2
55

1.
93
3

-1
.2
51

12
.7
02

-0
.1
57

9.
79
3

-0
.2
57

2.
06
7

H
p

0.
21
3

0.
81
1

0.
23
1

0.
90
1

0.
07
7

0.
35
3

0.
20
8

0.
84
1

0.
07
8

0.
68
9

0.
07
4

0.
38
9

H
f

0.
19
5

1.
08
1

0.
20
7

1.
14
9

0.
08
9

0.
74
4

0.
18
3

1.
05
8

0.
05
7

0.
88
2

0.
06
9

0.
65
6

υ
c
p

1.
47
4

1.
44
9

1.
60
7

1.
37
7

1.
33
5

1.
46
1

υ
c
f

1.
53
1

1.
50
1

1.
68
1

1.
41
3

1.
35
6

1.
49
5

D
is
pe

rs
io
n

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

υ
d

0.
00
8

0.
00
1

0.
13
2

0.
00
7

0.
03
5

0.
11
3

υ
x

0.
00
5

0.
00
6

0.
00
1

0.
00
6

0.
00
6

0.
00
2

S̃
p

0.
00
6

0.
00
9

0.
00
0

0.
01
1

0.
01
0

0.
00
2

S̃
f

0.
00
2

0.
00
3

0.
00
1

0.
00
6

0.
00
7

0.
00
2

St
oc
ks

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

K
p

-0
.2
04

0.
70
0

-0
.2
44

0.
83
4

-0
.0
78

0.
22
9

-0
.2
39

0.
67
1

-0
.1
63

0.
37
4

-0
.0
97

0.
34
0

K
f

-0
.0
57

0.
39
7

-0
.0
60

0.
48
7

-0
.0
56

0.
21
5

-0
.0
71

0.
45
0

-0
.0
63

0.
27
6

-0
.0
59

0.
17
7

A
0.
16
2

2.
53
9

0.
23
7

2.
91
4

0.
22
3

1.
39
3

0.
15
8

3.
67
5

0.
03
6

4.
29
2

0.
18
9

3.
18
1

N
ot
e:

B
as
el
in
e
ru
le
:
ρ
r

=
0.

8
5,
τ
π
,c

=
1.

5,
τ
u

=
τ
π
,w

=
0.

C
P
I
in
fla

ti
on

:
ρ
r

=
0.

85
,
τ
π
,c

=
5,
τ
u

=
τ
π
,w

=
0.

U
ne
m
pl
oy
m
en
t:
ρ
r

=
0.

8
5,
τ
π
,c

=
1.

5,
τ
u

=
1.

5
,
τ
π
,w

=
0.

W
ag
e
in
fla

ti
on

:
ρ
r

=
0.

85
,
τ
π
,c

=
1.

5,
τ
u

=
0,
τ
π
,w

=
1.

5.
IH

-O
SR

an
d
E
H
-O

SR
:
se
e
op

ti
m
al

co
effi

ci
en

ts
’
va
lu
es

in
ta
bl
e
3.

M
os
t
va
ri
ab
le
s
ex
pr
es
se
d
in

%
de
vi
at
io
n
fr
om

th
ei
r
st
ea
dy
-s
ta
te
.

U
ne
m
pl
oy
m
en
t
ra
te

in
pe
rc
en
ta
ge
-p
oi
nt

de
vi
at
io
n
fr
om

ss
.
S̃
p
an

d
S̃
f
as

pe
rc
en

ta
ge

of
in
ve
st
m
en

t
lo
st

as
ad
ju
st
m
en

t
co
st
.
A

as
a

pe
rc
en
ta
ge

of
G
D
P

at
ss
.
Si
m
ul
at
ed

m
om

en
ts

ba
se
d
on

25
0
se
ri
es

of
10
0
pe
ri
od
s.

51



Ta
bl
e
12

:
E
ffe

ct
s
of

al
te
rn
at
iv
e
po

lic
y
ru
le
s
-
V
ac
an

cy
co
st

sh
oc
ks

B
as
el
in
e

C
P
I
in
fla

ti
on

U
ne
m
pl
oy
m
en
t

W
ag
e
in
fla

ti
on

IH
O
SR

E
H

O
SR

W
el
fa
re

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

IH
0.
02
9

0.
02
4

0.
00
5

0.
29
9

-0
.2
72

0.
02
9

-0
.0
01

0.
02
2

0.
00
6

0.
20
5

-0
.1
77

E
H

0.
41
6

0.
51
1

-0
.0
95

0.
15
8

0.
25
8

0.
40
9

0.
00
6

0.
54
9

-0
.1
35

0.
09
9

0.
31
7

E
H

(s
ec
t.
)

0.
41
4

0.
50
7

-0
.0
94

0.
14
5

0.
27
0

0.
40
8

0.
00
6

0.
54
6

-0
.1
33

0.
09
2

0.
32
2

E
H

(w
or
k)

0.
41
4

0.
50
7

-0
.0
94

0.
14
5

0.
27
0

0.
40
8

0.
00
6

0.
54
6

-0
.1
33

0.
09
2

0.
32
2

E
H

(f
ul
l)

-0
.0
64

-0
.0
47

-0
.0
16

0.
01
6

-0
.0
80

-0
.0
65

0.
00
2

-0
.0
37

-0
.0
27

-0
.0
35

-0
.0
29

P
ol
.
O
bj
.

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

π
c

0.
00
0

0.
11
1

0.
00
0

0.
05
8

-0
.0
19

0.
62
5

-0
.0
01

0.
11
5

0.
00
0

0.
04
1

-0
.0
13

0.
52
2

U
-0
.0
45

1.
57
2

-0
.0
35

1.
65
7

0.
00
7

0.
68
8

-0
.0
45

1.
56
1

-0
.0
30

1.
68
1

-0
.0
25

0.
85
7

U
ti
lit
y

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

C
I

-0
.0
15

0.
19
1

-0
.0
12

0.
31
8

-0
.1
94

0.
98
4

-0
.0
16

0.
18
1

-0
.0
11

0.
41
5

-0
.1
31

0.
75
3

C
E
.p

0.
07
8

0.
65
3

0.
07
1

0.
61
6

0.
07
7

1.
39
4

0.
08
0

0.
64
3

0.
06
5

0.
62
7

0.
08
5

1.
24
6

C
E
.f

0.
05
0

0.
61
4

0.
04
4

0.
58
4

0.
07
7

1.
31
4

0.
05
2

0.
60
2

0.
03
9

0.
60
0

0.
07
5

1.
17
4

C
E
.u

3.
52
7

18
.4
21

3.
71
6

19
.3
14

0.
60
7

8.
79
8

3.
50
0

18
.2
94

3.
74
2

19
.5
68

1.
28
6

10
.6
31

H
p

0.
02
6

0.
51
0

0.
02
7

0.
53
4

0.
13
0

0.
27
6

0.
02
7

0.
50
7

0.
02
6

0.
54
0

0.
09
1

0.
31
0

H
f

0.
00
9

0.
74
7

0.
00
9

0.
74
5

0.
12
4

0.
70
6

0.
01
0

0.
74
3

0.
01
0

0.
72
9

0.
08
1

0.
70
1

υ
c
p

0.
00
4

0.
00
5

0.
01
3

0.
00
3

0.
00
6

0.
00
7

υ
c
f

0.
00
2

0.
00
4

0.
01
6

0.
00
2

0.
00
5

0.
00
9

D
is
pe

rs
io
n

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

υ
d

0.
00
6

0.
00
2

0.
13
0

0.
00
6

0.
00
1

0.
09
1

υ
x

0.
00
2

0.
00
2

0.
00
0

0.
00
2

0.
00
3

0.
00
0

S̃
p

0.
00
0

0.
00
1

0.
00
9

0.
00
0

0.
00
1

0.
00
5

S̃
f

0.
00
0

0.
00
1

0.
00
9

0.
00
0

0.
00
1

0.
00
5

St
oc
ks

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

K
p

0.
03
8

0.
05
7

0.
02
8

0.
08
5

-0
.0
19

0.
44
3

0.
03
6

0.
04
4

0.
02
0

0.
08
7

0.
01
5

0.
35
3

K
f

0.
01
9

0.
07
7

0.
01
5

0.
10
1

-0
.0
23

0.
39
8

0.
01
7

0.
06
4

0.
01
2

0.
09
8

0.
00
0

0.
31
4

A
0.
05
1

0.
65
6

0.
05
0

0.
51
1

0.
37
4

2.
98
5

0.
04
7

0.
66
3

0.
04
9

0.
52
9

0.
30
9

2.
46
8

N
ot
e:

B
as
el
in
e
ru
le
:
ρ
r

=
0.

8
5,
τ
π
,c

=
1.

5,
τ
u

=
τ
π
,w

=
0.

C
P
I
in
fla

ti
on

:
ρ
r

=
0.

85
,
τ
π
,c

=
5,
τ
u

=
τ
π
,w

=
0.

U
ne
m
pl
oy
m
en
t:
ρ
r

=
0.

8
5,
τ
π
,c

=
1.

5,
τ
u

=
1.

5
,
τ
π
,w

=
0.

W
ag
e
in
fla

ti
on

:
ρ
r

=
0.

85
,
τ
π
,c

=
1.

5,
τ
u

=
0,
τ
π
,w

=
1.

5.
IH

-O
SR

an
d
E
H
-O

SR
:
se
e
op

ti
m
al

co
effi

ci
en

ts
’
va
lu
es

in
ta
bl
e
3.

M
os
t
va
ri
ab
le
s
ex
pr
es
se
d
in

%
de
vi
at
io
n
fr
om

th
ei
r
st
ea
dy
-s
ta
te
.

U
ne
m
pl
oy
m
en
t
ra
te

in
pe
rc
en
ta
ge
-p
oi
nt

de
vi
at
io
n
fr
om

ss
.
S̃
p
an

d
S̃
f
as

pe
rc
en

ta
ge

of
in
ve
st
m
en

t
lo
st

as
ad
ju
st
m
en

t
co
st
.
A

as
a

pe
rc
en
ta
ge

of
G
D
P

at
ss
.
Si
m
ul
at
ed

m
om

en
ts

ba
se
d
on

25
0
se
ri
es

of
10
0
pe
ri
od
s.

52



Ta
bl
e
13

:
E
ffe

ct
s
of

al
te
rn
at
iv
e
po

lic
y
ru
le
s
-
C
om

m
od

ity
pr
ic
e
sh
oc
ks

B
as
el
in
e

C
P
I
in
fla

ti
on

U
ne
m
pl
oy
m
en
t

W
ag
e
in
fla

ti
on

IH
O
SR

E
H

O
SR

W
el
fa
re

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

IH
0.
61
6

0.
58
5

0.
03
2

0.
48
2

0.
13
4

0.
55
3

0.
06
4

0.
41
6

0.
20
0

0.
49
4

0.
12
3

E
H

1.
59
8

1.
32
4

0.
27
8

0.
78
9

0.
81
5

1.
13
9

0.
46
4

1.
03
8

0.
56
5

0.
77
0

0.
83
5

E
H

(s
ec
t.
)

1.
56
9

1.
30
6

0.
26
7

0.
78
3

0.
79
3

1.
12
7

0.
44
8

1.
02
1

0.
55
5

0.
76
4

0.
81
2

E
H

(w
or
k)

1.
56
4

1.
30
1

0.
26
7

0.
77
9

0.
79
2

1.
12
2

0.
44
8

1.
01
6

0.
55
5

0.
75
9

0.
81
2

E
H

(f
ul
l)

0.
86
4

0.
81
1

0.
05
4

0.
74
9

0.
11
6

0.
77
6

0.
08
9

0.
80
7

0.
05
8

0.
75
7

0.
10
8

P
ol
.
O
bj
.

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

π
c

0.
00
3

0.
11
6

0.
00
1

0.
02
2

0.
02
4

0.
30
7

0.
00
6

0.
08
4

0.
04
2

0.
06
0

0.
02
4

0.
38
7

U
0.
19
4

1.
10
6

0.
16
3

0.
90
7

0.
00
8

0.
22
7

0.
11
6

0.
72
0

0.
01
6

0.
86
3

0.
00
1

0.
06
7

U
ti
lit
y

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

C
I

-0
.5
17

1.
76
7

-0
.5
04

1.
70
5

-0
.4
29

1.
64
5

-0
.4
78

1.
67
1

-0
.3
76

1.
71
1

-0
.4
38

1.
65
2

C
E
.p

0.
93
3

3.
47
1

0.
80
2

3.
69
1

0.
17
9

3.
94
0

0.
64
6

3.
75
2

0.
58
3

3.
62
4

0.
03
6

4.
02
8

C
E
.f

-0
.7
13

1.
50
1

-0
.6
97

1.
64
9

-0
.7
94

1.
71
1

-0
.7
12

1.
64
0

-0
.8
85

1.
56
1

-0
.7
96

1.
77
5

C
E
.u

-1
.3
28

12
.0
61

-1
.4
56

9.
99
6

-0
.6
91

3.
69
0

-1
.2
85

8.
21
3

-0
.0
47

9.
70
7

-0
.6
98

2.
42
3

H
p

0.
86
4

3.
12
9

0.
77
5

3.
18
9

0.
43
3

3.
38
5

0.
68
0

3.
23
9

0.
64
6

3.
19
2

0.
36
6

3.
44
1

H
f

0.
14
1

0.
73
1

0.
12
7

0.
74
7

0.
05
4

0.
81
7

0.
10
5

0.
76
0

0.
01
4

0.
75
1

0.
06
0

0.
82
9

υ
c
p

0.
15
9

0.
14
1

0.
07
9

0.
12
2

0.
13
5

0.
06
6

υ
c
f

0.
02
3

0.
01
3

0.
00
2

0.
00
7

0.
01
3

0.
00
3

D
is
pe

rs
io
n

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

υ
d

0.
01
8

0.
00
8

0.
00
6

0.
00
3

0.
00
7

0.
01
4

υ
x

0.
10
6

0.
11
0

0.
12
5

0.
11
4

0.
11
1

0.
12
9

S̃
p

0.
62
3

0.
59
8

0.
50
6

0.
57
2

0.
59
2

0.
48
5

S̃
f

0.
01
4

0.
01
3

0.
00
7

0.
01
0

0.
01
2

0.
00
7

St
oc
ks

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

K
p

-3
.8
17

8.
38
7

-3
.8
16

8.
12
8

-3
.6
74

7.
66
9

-3
.7
59

7.
99
6

-3
.7
22

8.
15
3

-3
.6
56

7.
57
0

K
f

-0
.8
75

2.
38
4

-0
.8
84

2.
25
1

-0
.8
36

2.
09
4

-0
.8
62

2.
20
0

-0
.8
20

2.
26
8

-0
.8
35

2.
06
3

A
16
.5
08

37
.2
30

16
.2
29

36
.8
08

15
.7
08

35
.9
86

16
.1
06

36
.6
38

16
.4
23

36
.7
88

15
.5
22

35
.7
04

N
ot
e:

B
as
el
in
e
ru
le
:
ρ
r

=
0.

8
5,
τ
π
,c

=
1.

5,
τ
u

=
τ
π
,w

=
0.

C
P
I
in
fla

ti
on

:
ρ
r

=
0.

85
,
τ
π
,c

=
5,
τ
u

=
τ
π
,w

=
0.

U
ne
m
pl
oy
m
en
t:
ρ
r

=
0.

8
5,
τ
π
,c

=
1.

5,
τ
u

=
1.

5
,
τ
π
,w

=
0.

W
ag
e
in
fla

ti
on

:
ρ
r

=
0.

85
,
τ
π
,c

=
1.

5,
τ
u

=
0,
τ
π
,w

=
1.

5.
IH

-O
SR

an
d
E
H
-O

SR
:
se
e
op

ti
m
al

co
effi

ci
en

ts
’
va
lu
es

in
ta
bl
e
3.

M
os
t
va
ri
ab
le
s
ex
pr
es
se
d
in

%
de
vi
at
io
n
fr
om

th
ei
r
st
ea
dy
-s
ta
te
.

U
ne
m
pl
oy
m
en
t
ra
te

in
pe
rc
en
ta
ge
-p
oi
nt

de
vi
at
io
n
fr
om

ss
.
S̃
p
an

d
S̃
f
as

pe
rc
en

ta
ge

of
in
ve
st
m
en

t
lo
st

as
ad
ju
st
m
en

t
co
st
.
A

as
a

pe
rc
en
ta
ge

of
G
D
P

at
ss
.
Si
m
ul
at
ed

m
om

en
ts

ba
se
d
on

25
0
se
ri
es

of
10
0
pe
ri
od
s.

53



Ta
bl
e
14

:
E
ffe

ct
s
of

al
te
rn
at
iv
e
po

lic
y
ru
le
s
-
T
F
P

sh
oc
ks

B
as
el
in
e

C
P
I
in
fla

ti
on

U
ne
m
pl
oy
m
en
t

W
ag
e
in
fla

ti
on

IH
O
SR

E
H

O
SR

W
el
fa
re

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

C
dt

co
st

P
re
m
.

IH
0.
34
8

0.
30
6

0.
04
2

0.
30
9

0.
03
9

0.
31
1

0.
03
8

0.
29
4

0.
05
5

0.
30
1

0.
04
8

E
H

0.
26
9

0.
21
2

0.
05
7

0.
14
4

0.
12
5

0.
17
6

0.
09
3

0.
15
7

0.
11
2

0.
13
5

0.
13
4

E
H

(s
ec
t.
)

0.
26
6

0.
20
9

0.
05
7

0.
14
3

0.
12
3

0.
17
4

0.
09
2

0.
15
5

0.
11
1

0.
13
5

0.
13
1

E
H

(w
or
k)

0.
26
6

0.
20
9

0.
05
7

0.
14
3

0.
12
3

0.
17
4

0.
09
2

0.
15
5

0.
11
1

0.
13
4

0.
13
1

E
H

(f
ul
l)

0.
13
7

0.
13
5

0.
00
2

0.
13
6

0.
00
1

0.
13
0

0.
00
7

0.
13
1

0.
00
7

0.
13
4

0.
00
4

P
ol
.
O
bj
.

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

π
c

-0
.0
13

0.
10
7

-0
.0
02

0.
04
1

0.
00
0

0.
18
0

-0
.0
03

0.
10
3

-0
.0
01

0.
07
4

0.
00
0

0.
16
5

U
0.
05
1

0.
29
3

0.
01
7

0.
37
1

0.
00
4

0.
08
0

0.
01
4

0.
24
3

0.
00
5

0.
24
2

0.
00
1

0.
04
4

U
ti
lit
y

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

C
I

-0
.1
87

2.
06
6

-0
.1
45

2.
20
3

-0
.1
63

1.
99
4

-0
.1
56

2.
10
3

-0
.1
38

2.
17
8

-0
.1
53

2.
04
8

C
E
.p

0.
02
4

1.
52
2

-0
.0
10

1.
36
7

-0
.0
54

1.
53
8

-0
.0
22

1.
42
6

-0
.0
31

1.
45
7

-0
.0
52

1.
54
3

C
E
.f

-0
.0
05

1.
25
5

-0
.0
59

1.
10
3

-0
.0
68

1.
28
0

-0
.0
55

1.
16
0

-0
.0
68

1.
20
2

-0
.0
70

1.
29
1

C
E
.u

-0
.4
59

3.
60
3

-0
.0
04

4.
60
5

-0
.1
01

1.
77
8

-0
.0
92

3.
38
6

-0
.0
13

3.
26
1

-0
.0
77

1.
54
3

H
p

0.
16
4

0.
77
8

0.
14
7

0.
87
3

0.
12
5

0.
73
7

0.
14
0

0.
81
5

0.
13
2

0.
82
0

0.
12
3

0.
74
6

H
f

0.
15
2

1.
12
7

0.
12
6

1.
19
1

0.
12
0

1.
08
0

0.
12
5

1.
14
7

0.
11
6

1.
12
7

0.
11
7

1.
06
5

υ
c
p

0.
00
4

0.
00
6

0.
00
1

0.
00
3

0.
00
4

0.
00
2

υ
c
f

0.
00
2

0.
00
3

0.
00
0

0.
00
1

0.
00
1

0.
00
0

D
is
pe

rs
io
n

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

υ
d

0.
00
9

0.
00
3

0.
01
7

0.
00
8

0.
00
4

0.
01
4

υ
x

0.
01
3

0.
01
3

0.
01
1

0.
01
2

0.
01
3

0.
01
2

S̃
p

0.
03
0

0.
03
3

0.
02
4

0.
02
9

0.
03
0

0.
02
4

S̃
f

0.
00
5

0.
00
6

0.
00
3

0.
00
4

0.
00
5

0.
00
3

St
oc
ks

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

M
ea
n

St
d

K
p

-0
.0
35

2.
69
3

-0
.0
20

2.
75
6

-0
.0
25

2.
53
0

-0
.0
19

2.
66
7

-0
.0
25

2.
62
6

-0
.0
29

2.
50
9

K
f

0.
05
4

0.
93
9

0.
06
8

0.
97
4

0.
05
4

0.
82
9

0.
06
2

0.
91
1

0.
06
4

0.
91
6

0.
05
6

0.
83
4

A
0.
69
4

2.
71
9

0.
79
4

2.
90
7

0.
72
0

2.
39
9

0.
74
7

2.
66
5

0.
80
2

2.
84
5

0.
77
0

2.
53
6

N
ot
e:

B
as
el
in
e
ru
le
:
ρ
r

=
0.

8
5,
τ
π
,c

=
1.

5,
τ
u

=
τ
π
,w

=
0.

C
P
I
in
fla

ti
on

:
ρ
r

=
0.

85
,
τ
π
,c

=
5,
τ
u

=
τ
π
,w

=
0.

U
ne
m
pl
oy
m
en
t:
ρ
r

=
0.

8
5,
τ
π
,c

=
1.

5,
τ
u

=
1.

5
,
τ
π
,w

=
0.

W
ag
e
in
fla

ti
on

:
ρ
r

=
0.

85
,
τ
π
,c

=
1.

5,
τ
u

=
0,
τ
π
,w

=
1.

5.
IH

-O
SR

an
d
E
H
-O

SR
:
se
e
op

ti
m
al

co
effi

ci
en

ts
’
va
lu
es

in
ta
bl
e
3.

M
os
t
va
ri
ab
le
s
ex
pr
es
se
d
in

%
de
vi
at
io
n
fr
om

th
ei
r
st
ea
dy
-s
ta
te
.

U
ne
m
pl
oy
m
en
t
ra
te

in
pe
rc
en
ta
ge
-p
oi
nt

de
vi
at
io
n
fr
om

ss
.
S̃
p
an

d
S̃
f
as

pe
rc
en

ta
ge

of
in
ve
st
m
en

t
lo
st

as
ad
ju
st
m
en

t
co
st
.
A

as
a

pe
rc
en
ta
ge

of
G
D
P

at
ss
.
Si
m
ul
at
ed

m
om

en
ts

ba
se
d
on

25
0
se
ri
es

of
10
0
pe
ri
od
s.

54



Figure 1: IRFs - Cost-push shock

Note: Variables expressed in percentage deviation from steady-state. Inflation and interest
rates annualized. Unemployment rate in percentage points. Horizon in quarters. Baseline
model (τ pi = 1.5 and τU = τw = 0, solid lines), IH-OSR to cost-push shocks (in dashed-blue)
and EH-OSR (in dashed-red).
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Figure 2: IRFs - Wage bargain shock

Note: Variables expressed in percentage deviation from steady-state. Inflation and interest
rates annualized. Unemployment rate in percentage points. Horizon in quarters. Baseline
model (τ pi = 1.5 and τU = τw = 0, solid lines), IH-OSR to wage bargain shocks (in dashed-
blue) and EH-OSR (in dashed-red).
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Figure 3: IRFs - Vacancy cost shock

Note: Variables expressed in percentage deviation from steady-state. Inflation and interest
rates annualized. Unemployment rate in percentage points. Horizon in quarters. Baseline
model (τ pi = 1.5 and τU = τw = 0, solid lines), IH-OSR to vacancy cost shocks (in dashed-
blue) and EH-OSR (in dashed-red).
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Figure 4: IRFs - Commodity price shock

Note: Variables expressed in percentage deviation from steady-state. Inflation and interest
rates annualized. Unemployment rate in percentage points. Horizon in quarters. Baseline
model (τ pi = 1.5 and τU = τw = 0, solid lines), IH-OSR to commodity price shocks (in
dashed-blue) and EH-OSR (in dashed-red).
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Figure 5: IRFs - TFP shock

Note: Variables expressed in percentage deviation from steady-state. Inflation and interest
rates annualized. Unemployment rate in percentage points. Horizon in quarters. Baseline
model (τ pi = 1.5 and τU = τw = 0, solid lines), IH-OSR to TFP shocks (in dashed-blue) and
EH-OSR (in dashed-red).
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Figure 6: IRFs - MP shock with optimizing EHs

Note: Variables expressed in percentage deviation from steady-state. Inflation and interest
rates annualized. Unemployment rate in percentage points. Horizon in quarters. Baseline
model (solid black lines) and optimizing EHs model (dashed-red). W p∗

e,t and W
f∗
e,t are renego-

ciating EHs’ wages in the primary and secondary sectors. In the baseline model, these wages
are set by IHs and firms, while in the alternative, they are the result of a bargain between
EHs and firms.
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A Background on the South African economy

A.1 The labor market

This section describes the South African labor market. Its objective is to isolate the em-
pirically relevant features required to build the model presented in section 3. First, the
unemployment rate is very high: it fluctuated around 25% over the post-Apartheid period.
Moreover, almost 65% of the unemployed have been without a job for over a year and many
of them have never worked (Banerjee et al., 2008). Second, union density is relatively high
in South Africa (37.5% compared to 30% on average in OECD countries). Labor unions (to-
gether with the Bargaining Councils framework) allow workers to extract a wage premium
(Bhorat et al., 2012), could have a negative impact on employment (Magruder, 2012 and
von Fintel, 2017) and could generate slow wage adjustment to the unemployment rate (von
Fintel, 2016). Third, agreements reached in Bargaining Council can - under some condi-
tion - be extended to non-parties (see Bhorat et al., 2012). Fourth, unemployment benefits
are tied to past wages and temporary. In this context, it is natural to consider SAM fric-
tions within a staggered wage bargaining framework. It also motivates the use of temporary
unemployment benefits as the employees’ outside option, and the simplifying assumption
that some households (in this case EHs) have to take the outcome of some wage bargaining
as given. For more details on the institutional framework governing collective bargaining
and the unemployment insurance scheme, the interested reader is referred to Godfrey et al.
(2007), Bhorat et al. (2009) and Bhorat et al. (2013). For a detailed description of the state
of labor unions in South Africa, see Bhorat et al. (2014) and Armstrong and Steenkamp
(2008).

A.2 Wealth distribution financial markets inclusion

In this paper, I make two crucial assumptions. First, some households are excluded from
financial markets. Second, some households own no wealth. Together, these assumptions
leave a substantial fraction of households exposed to labor income risks. This section re-
views the evidence for South Africa. The World Bank financial inclusion database (average
over three waves of data in 2011, 2014 and 2017) shows that only 64% of households have
an account at any financial institution (and more households use their account to collect
government benefits than to receive wages). Moreover, only 26% and 10% borrowed or
saved at a financial institution, respectively. In fact, 37% of households have not saved any
money over a one-year period. Orthofer (2016) studies wealth distribution in South Africa.
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Combining two sources of information: the National Income Dynamics Survey (NIDS) and
personal income tax records, she finds that wealth is heavily concentrated in South Africa.
Indeed, the top-10% holds more than 90% of all wealth (financial and non-financial) while
the bottom-80% owns close to zero wealth. The Gini coefficient is as high as 0.95. Consid-
ering that South African households face substantial income risks (e.g. Ranchhod, 2013 and
Anand et al., 2016 based on NIDS data) these stylized facts could have large implications
on the welfare cost of business cycle fluctuations.

A.3 Monetary policy

The South African Reserve Bank (SARB) operate under an inflation targeting framework.
The SARB currently aims for a range of 3 to 6 percent for the year-on-year increase in the
headline CPI on a continuous basis. The SARB conducts its main refinancing operation -
called the weekly seven-day repurchase auction - with commercial banks. The repo rate - set
by the Monetary Policy Committee - determines the rate at which the SARB lends funds
to the banks against liquid assets. This framework justifies the use of a Taylor rule in the
model. Moreover, it could be applied to other emerging markets. Indeed, many emerging
countries abandoned exchange rate targeting in favor of inflation targeting after the wave
of currency crises in the 1994-2001 period.36 Prior to this period, the SARB implemented
different frameworks. From 1986 to 1998, the SARB used a cash-reserve based system with
pre-announced monetary targets primarily aimed at combating inflation. Monetary policy
was relatively opaque and the SARB progressively moved to an eclectic approach using a set
of indicators including the exchange rate and the output gap (Aron and Muellbauer, 2007).
Since 1998, the SARB mainly operates under a repo system. See Mollentze (2000), Aron
and Muellbauer (2002) and Muyambiri and Odhiambo (2014) for a detailed description of
the evolution of monetary policy in South Africa.

36 See Frankel (2011) for a survey on monetary policy in emerging countries.

62



B Complete set of equilibrium conditions

This appendix provides the reader with the details on how to derive the complete set of
equilibrium conditions for households, firms and the labor market. In addition, for some
equations, it shows how they are implemented in Dynare. Those equations have been ex-
pressed following the convention that lower-case variables denote the stationarized equivalent
of their upper case counterparts. In particular, some variables have a nominal trend because
of the positive inflation rate target.

B.1 Households

The consumption demand functions for the domestic and the imported goods are given by:

Cd
t = (1− ωc)

[
Pt
PC
t

]−η
Ct, (36)

Cm
t = ωc

[
Pm
t

PC
t

]−η
Ct, (37)

where Pt is the domestic good price, Pm
t the imported good price and P c

t represents the
Consumer price index (CPI) and is given by:

P c
t =

[
(1− ωc)(Pt)1−η + ωc(P

m
t )1−η]1/(1−η)

.

which is made stationary as follows:

(πct)
1−ηc = (1− ωc)

(
πt
Pt−1

P c
t−1

)1−ηc
+ ωc

(
πmt

Pm
t−1

P c
t−1

)1−ηc
(38)

where gross inflation rates are defined as: πct =
P ct
P ct−1

; πt = Pt
Pt−1

and πt =
Pmt
Pmt−1

. Note that
some price ratios are explicitly defined to save on notations. In Dynare, it requires to define
a variable for each price ratio.

B.1.1 Financially included households

IHs maximize their utility with respect to domestic and foreign bonds holding and consump-
tion. The First Order Conditions (FOCs) associated with IHs with shadow value υIt on their
budget constraint (3) are given by:
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w.r.t. CI
t :

(
CI
t

)−σc
= ψIt

P c
t

Pt
(39)

w.r.t. Bt+1 : ψIt = βEt

ψIt+1

πt+1

εb,tRt (40)

w.r.t. B∗t+1 : ψIt = βEt

ψIt+1

πt+1

St+1

St
εb,tR

∗
tΦ(At, φ̃t) (41)

where these variables are stationarized following Altig et al. (2003) such that xt = Xt
Pt

for
nominal variables while the Lagrange multiplier is redefined as ψIt = υItPt.

IHs also maximize their utility with respect to the capital stock and investment in each
sector. For the primary sector:

w.r.t. Kp
t+1 : ψt

P k,p
t

Pt
= βψt+1

(
rk,pt+1 + (1− δ)

P k,p
t+1

Pt+1

)
(42)

w.r.t. Ipt : −ψt
P i
t

Pt
+ ψt

P k,p
t

Pt
Υt

(
1− S̃

(
Ipt
Ipt−1

)
− S̃ ′

(
Ipt
Ipt−1

)
Ipt
Ipt−1

)
+ βEt

(
P k,p
t+1

Pt+1

ψt+1Υt+1S̃
′
(
Ipt+1

Ipt

)(
Ipt+1

Ipt

)2
)

= 0 (43)

where rk,pt ≡
Rk,pt
Pt

is the rental rate of capital corresponding to the marginal productivity of

capital and Pk,pt

Pt
is the real price of the capital good.

Country risk premium Combining the FOCs with respect to domestic and foreign bonds
gives the uncovered interest rate parity (UIP) condition:

Rt = R∗tΦ(At, φ̃t)Et
St+1

St

This last equality shows that the spread between domestic and foreign nominal risk-free rates
depends on the anticipated domestic currency depreciation, the country-wide foreign debt
and UIP shocks.

Capital Accumulation The capital accumulation rule reads:

Kp
t+1 = (1− δ)Kp

t + Υt(1− S̃(Ipt /I
p
t−1))Ipt (44)
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Investment Basket Domestic and imported investments are given by:

Id,pt = (1− ωi)
[
Pt
P i
t

]−η
Ipt , (45)

Im,pt = ωi

[
Pm
t

P i
t

]−η
Ipt , (46)

where P i
t is the aggregate investment price given by:

P i
t =

[
(1− ωi)(Pt)1−η + ωi(P

m
t )1−η]1/(1−η)

which is made stationary as follows:

(
πit
)1−ηi = (1− ωi)

(
πt
Pt−1

P i
t−1

)1−ηi
+ ωi

(
πmt

Pm
t−1

P i
t−1

)1−ηi
(47)

where πit =
P it
P it−1

.

B.1.2 Financially excluded households

EHs’ aggregate stationary budget constraint is given by∫ 1

0

P c
t Ce,tdl =

∫ 1

0

[
(1− τw)

(
W

p

e,tN
p
e,t +W

f

e,tN
f
e,t

)
+ (1−Np

e,t −N
f
e,t)$

]
de ,

EHs can be employed in the primary sector, employed in the secondary sector or unem-
ployed. Therefore,

P c
t

Pt
CE,P
t = (1− τw)wpt (48)

P c
t

Pt
CE,F
t = (1− τw)wft (49)

P c
t

Pt
CE,U
t = $t (50)

and aggregate EHs consumption is

CE
t =

1

2

(
Np
t C

E,P
t +N f

t C
E,F
t + UtC

E,U
t

)
(51)
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B.2 Firms

Here is the profit maximization problem of the firms in the commodity and manufacturing
sectors.

B.2.1 Commodity sector

Commodity producers combine capital Kp
t , labor L

p
t =

Np
t

2
(HI,p

t + HE,p
t ) and land (fixed to

1) to produce a commodity input. Demand for capital follows from cost minimization:

rk,pt = αp
Y p
t

Kp
t

StP
∗p
t

Pt
(52)

B.2.2 Secondary sector

Secondary good producers The FOC for capital derives from cost minimization:

rk,ft = αf
Y f
t

Kf
t

mct (53)

Domestic Distributors The optimization problem faced by the intermediate distributor
j when setting its price at time t taking aggregator’s demand as given reads:

max
Pnewt

Et

∞∑
s=0

(βξd)
sυt+s (Pj,t+s − εd,t+sMCt+s)Y

d
j,t+s

where

Pj,t+s = (πt...πt+s−1)κd(π̄)(1−κd)sP new
t

Y d
j,t+s =

(
(πt...πt+s−1)κd(π̄)(1−κd)sP new

t

Pt+s

)−εd
Y d
t+s

Y d
t+s = Cd

t+s + Idt+s +Gt+s

and where εd,t introduces a cost-push shock. These expressions can be used to rewrite the
maximization problem as:

Et

∞∑
s=0

(βξd)
sψIt+s

(
(Πt,t+s−1)κd(π̄)(1−κd)spnewt

Πt+1,t+s
− εd,t+smct+s

)(
(Πt,t+s−1)κd(π̄)(1−κd)spnewt

Πt+1,t+s

)−εd
Y d
t+s
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where pnewt =
Pnewt

Pt
. Distributing for convenience gives:

Et

∞∑
s=0

(βξd)
sψIt+s

((Πt,t+s−1)κd(π̄)(1−κd)spnewt

Πt+1,t+s

)1−εd

− εd,t+smct+s

(
(Πt,t+s−1)κd(π̄)(1−κd)spnewt

Πt+1,t+s

)−εdY d
t+s

The FOC with respect to pnewt reads:

(εd − 1) (pnewt )−εd Et

∞∑
s=0

(βξd)
sψIt+s

(
(Πt,t+s−1)κd(π̄)(1−κd)s

Πt+1,t+s

)1−εd

Y d
t+s

= εd (pnewt )−εd−1 Et

∞∑
s=0

(βξd)
sψIt+s

(
(Πt,t+s−1)κd(π̄)(1−κd)s

Πt+1,t+s

)−εd
εd,t+smct+sY

d
t+s

and can be rewritten as:

pnewt =
εd

εd − 1

Et

∑∞
s=0(βξd)

sψIt+s

(
(Πt,t+s−1)κd (π̄)(1−κd)s

Πt+1,t+s

)−εd
εd,t+smct+sY

d
t+s

Et

∑∞
s=0(βξd)

sψIt+s

(
(Πt,t+s−1)κd (π̄)(1−κd)s

Πt+1,t+s

)1−εd
Y d
t+s

which can also be rewritten as a set of three equations:

pnewt =
εd

εd − 1

XD
1,t

XD
2,t

(54)

XD
1,t = ψIt εd,tmct(C

d
t + Idt +Gt) + βξd

(
πκdt π̄

1−κd

πt+1

)−εd
EtX

D
1,t+1 (55)

XD
2,t = ψIt (C

d
t + Idt +Gt) + βξd

(
πκdt π̄

1−κd

πt+1

)1−εd
EtX

D
2,t+1 (56)

In addition, the domestic price index evolves according to:

1 = ξd

(
πκdt−1π̄

1−κd

πt

)1−εd
+ (1− ξd) (pnewt )1−εd (57)

Finally, the price dispersion measure

υdt =

∫ 1

0

(
Pj,t
Pt

)−εd
di
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can be written as:

υdt = (1− ξd)
(
P new
t

Pt

)−εd
+

∫ 1

1−ξd

(
(πt−1)κd(π)1−κdPj,t−1

Pt

)−εd
di

which simplifies to:

υdt = (1− ξd) (pnewt )−εd +

∫ 1

1−ξd

(
(πt−1)κd(π)1−κdpj,t−1

πt

)−εd
di

then to:

υdt = (1− ξd) (pnewt )−εd + ξd

(
(πt−1)κd(π)1−κd

πt

)−εd
υdt−1 (58)

which is a function of aggregate variables only.

Importing and exporting distributors Optimization in the importing and exporting
distributors price-setting problem is similar to the domestic good price-setting problem pre-
sented above. The difference with Adolfson et al. (2007) is that I only consider one import
Phillips curve and do not distinguish between imported investment and consumption goods.

B.3 Labor market

This subsection describes the FOCs in the primary sector. It is straightforward to extend
these FOCs to the final good sector.

Employees’ surplus First, I show how to compute the employee’s surplus in (20). Let’s
rewritte households lifetime utility recursively as

Wi,t =
(Ci,t)

1−σc − 1

1− σc
− Ah

(
Np
i,tH

p
i,t +N f

i,tH
f
i,t

)1+σh

1 + σh
− An

(
Np
i,t +N f

i,t

)
+ βEtWi,t+1, (59)
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Substituting Ci,t with the constraint (3) gives

Wi,t =

(
(1−τw)

(
W
p
i,tN

p
i,t+W

f
i,tN

f
i,t

)
+(1−Np

i,t−N
f
i,t)$t+...

P ct

)1−σc

− 1

1− σc

− Ah

(
Np
i,tH

p
i,t +N f

i,tH
f
i,t

)1+σh

1 + σh
− An

(
Np
i,t +N f

i,t

)
+ βEtWi,t+1, (60)

Applying the chain rule, compute ∂Wi,t

∂Np
i,t

as

∂Wi,t

∂Np
i,t

=
(
(1− τw)W

p

i,t −$t

) (Ci,t)
−σc

P c
t

−
(
U(Hp

i,t) + An
)

(61)

+ βEt

(
∂Wi,t+1

∂Np
i,t+1

∂Np
i,t+1

∂Np
i,t

+
∂Wi,t+1

∂N f
i,t+1

∂N f
i,t+1

∂Np
i,t

)

Then, using (17) and (18) to get EtN
p
i,t+1 = (1− δn)Np

i,t +P p
t (1−Np

i,t+1−N
f
i,t+1). Similarly,

EtN
f
i,t+1 = (1 − δn)N f

i,t + P f
t (1 − Np

i,t+1 − N
f
i,t+1). One can thus evaluate ∂Np

i,t+1

∂Np
i,t

and ∂Nf
i,t+1

∂Np
i,t

to get

∂Wi,t

∂Np
i,t

=
(
(1− τw)W

p

i,t −$t

) (Ci,t)
−σc

P c
t

−
(
U(Hp

i,t) + An
)

(62)

+ βEt

(
∂Wi,t+1

∂Np
i,t+1

((1− δn)− P p
t ) +

∂Wi,t+1

∂N f
i,t+1

P f
t

)

which gives the employee’s surplus (20) using FOC (39). In stationary form, the aggregate
employees’ surplus for IHs reads:

SI,pt = (1− τw)wpt −$t −

[
U(Hp

t ) + An
υt

+ β
ψIt+1

ψIt

(
pptS

I,p
t+1 + pft S

I,f
t+1

)]
+ (1− δn)β

ψIt+1

ψIt
SI,pt+1(63)

Let us define the minimum wage level acceptable for IHs in the flexible wage environment
as:

(1− τw)wmin,I,pt = $t +

[
U(Hp

t ) + An
υt

+ β
ψIt+1

ψIt

(
pptS

I,p
t+1 + pft S

I,f
t+1

)]
(64)
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Firms’ surplus In stationary form, the firms’ aggregate surplus is:

Zp
t =

P pt
Pt

(1− αp − βp) YtLptH
p
t − w

p
t + (1− δn)β

ψIt+1

ψIt
Zp
t+1 (65)

Let us define the maximum wage level acceptable in the flexible wage environment as:

wmax,pt =
P p
t

Pt
(1− αp − βp)

Yt
Lpt
Hp
t (66)

Wage bargaining Bargaining is modeled following Thomas (2008). Firms and employed
IHs set the wage such that IHs receive an expected share ωw,t of the total surplus SI,pt + Zp

t

over the contract duration. For every period, there is a targeted wage wtar,I,pt that would
satisfy the surplus-sharing rule:

wtar,pt = ωw,tw
max,p
t + (1− ωw,t)wmin,I,pt (67)

Since each contract has a probability δn to stop in every period, and since each worker has
a probability 1− ξw to renegotiate, the optimal wage has to satisfy

Ei
0

∞∑
s=0

(βξw)s(1− δn)s
ψIt+s
ψIt

(
wnew,pt

((
πct ...π

c
t+s−1

)κw
π̄(1−κw)s

(πt+1...πt+s)

)
− wtar,pt+s

)
= 0.

This equation can be written as a set of three equations to avoid the infinite sum:

wnew,pt =
Z1,t

Z2,t

(68)

Z1,t = ψItw
tar,p
t + βξw(1− δn)Z1,t+1 (69)

Z2,t = ψIt + βξw(1− δn)

(
(πct)

κw π̄(1−κw)

πt+1

)
Z2,t+1 (70)

Aggregate wages In the primary sector, wages evolve according to

w̄pt = (1− ξw)wnew,pt +

(
πct−1

)κw
(π̄)1−κw

πt
w̄pt−1 (71)

Hours decision Hours are set to maximize the global surplus. The marginal utility of
hours worked (the production value in term of consumption utility for IHs who own the
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firms) must equalize the average disutility (from labor efforts) for IHs and EHs:

P p
t

∂Y p
t

∂Np
i,t

υt =
∂U(Hp

i,t)

∂Hp
i,t

. (72)

which gives the same results for every IHs and EHs.

Employment decision Firms in the primary sector maximize their profits w.r.t. vacan-
cies. The FOC is:

χ (V p
t )θ + εv,t
qpt

= wmax,pt − wpt + β
ψIt+1

ψIt

[
(1− δn)

χ
(
V p
t+1

)θ
+ εv,t+1

qpt+1

]

B.4 EHs wage bargain

Here, I present the EHs wage bargain introduced as a robustness exercise. The EHs employ-
ees’ surplus in the primary sector is:

∆We,t

∆Np
e,t

= We,t

(
Np
e,t = 1

)
−We,t

(
Up
e,t = 1

)
(73)

=

(
(1−τw)W p

e,t

P ct

)1−σc
− 1

1− σc
−

(
Ah

(
Hp
e,t

)1+σh

1 + σh
+ An

)

−
(
CU
e,t

)1−σc − 1

1− σc
− β

(
ppt

∆We,t+1

∆Np
e,t+1

+ pft
∆We,t

∆N f
e,t+1

)
+ (1− δn)β

∆We,t+1

∆Np
e,t+1

,

where the first term is the utility of consumption for the employed household (expressed as a
function of his wage), the second term is dis-utility from work, the third term is the utility of
consumption for the unemployed household, the fourth is the option value of searching for a
job when unemployed, and the last is the discounted future employee’s surplus conditional on
keeping the job. This surplus is expressed in utility term, but can be translated in monetary
unit (from the point of view of an unemployed EH) with Spe,t = ∆We,t

∆Np
e,t
/
(
CU
e,t

)−σc . The outcome
of the bargain between firms and EHs in the primary sector consists in splitting the total
employment surplus SE,p∗t+s + ZE,p∗

t+s . In this expression, the firm surplus ZE,p∗
t+s is analogue

to equation (22) and stars refer to contracts negotiated at time t. The optimal wage W̄ p∗
e,t

implies that workers receive a fraction 1 − ωw,t of this surplus over the expected contract
duration.

71



B.5 Aggregate Welfare

IHs’ aggregate utility The aggregate utility level for IHs is described in the paper.

EH’s aggregate utility Expressing EHs’ aggregate welfare as a function of employment
and labor income in each sectors using their budget constraint (6) reads:

UE
t =

∫ Np
t

0

(
(1−τw)W̄ p

e,t

P ct

)1−σc
− 1

1− σc
de+

∫ Nf
t

0

(
(1−τw)W̄ f

e,t

P ct

)1−σc
− 1

1− σc
de+

∫ Ut

0

(
CU
e,t

)1−σc − 1

1− σc
de

−
∫ Np

t

0

(
Ah(H

p
t )1+σh

1 + σh
+ An

)
de−

∫ Nf
t

0

(
Ah(H

f
t )1+σh

1 + σh
+ An

)
de , (74)

Then, multiply the numerator and denominator in the first two terms by their respective
aggregate sectoral wages and re-arranging gives:

UE
t =

∫ Np
t

0

(
(1−τw)W̄ p

t

P ct

)1−σc (W̄ p
e,t

W̄ p
t

)1−σc
− 1

1− σc
de+

∫ Nf
t

0

(
(1−τw)W̄ f

t

P ct

)1−σc
(
W̄ f
e,t

W̄ f
t

)1−σc
− 1

1− σc
de+ ...,

Using υcpt and υcft definitions in (34) and (35), EHs’ utility simplifies to:

UE
t =

1

2

Np
t

(
CE,p
t

)1−σc
υcpt − 1

1− σc
+N f

t

(
CE,f
t

)1−σc
υcft − 1

1− σc

 (75)

+
1

2

Ut
(
CE,U
t

)1−σc
− 1

1− σc
−Np

t

(
Ah(H

E,p
t )1+σh

1 + σh
+ An

)
−N f

t

(
Ah(H

E,f
t )1+σh

1 + σh
+ An

) .
Finally, it is also possible express υcpt and υcft as:

υcpt = (1− ξw)

(
w̄E,p∗t

w̄E,pt

)(1−εw)(1−σc)

+ ξw

(
w̄E,pt−1

(
πct−1

)κw
(π̄)1−κw

w̄E,pt πt

)(1−εw)(1−σc)

υcpt−1 (76)

υcft = (1− ξw)

(
w̄E,f∗t

w̄E,ft

)(1−εw)(1−σc)

+ ξw

(
w̄E,ft−1

(
πct−1

)κw
(π̄)1−κw

w̄E,ft πt

)(1−εw)(1−σc)

υcft−1 (77)
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C Steady state

Here are the details on the computation of steady-state for the domestic economy.

Calibration and choice of units First some variables are calibrated to some values
reflecting some freedom in the choice of units:

Y f = Y f
0 = 1

P0 = P ∗0 = 1

hi = he = 1/3

where Y f
0 and P0 are free choices of units and h = 1/3 ensures that agents devote on average

1/3 of their time to labor activities and simply imposes to calibrate Ah accordingly. There
is a fraction U = Ū of agents that are unemployed. Others work in the primary sector:
Np = 0.067(2 − U) or in the secondary sector: N f = (1 − 0.067)(2 − U). At steady-state,
Hp = Hf = 1/3 and Lp = NpHp and Lf = N fHf .

The primary commodity sector’s share in GDP is calibrated to ωp to match its empirical
counterpart. it implies that Y = Y f

1−ωp and Y p = Y p
0 = ωpY

I assume that inflation and the risk-free rates are the same in the domestic and foreign
economies (π = π∗ and R = R∗). They are calibrated to match the empirical mean of
domestic variables. It requires to set π̄ accordingly in the Taylor rule. The discount factor
β = π

R
to accommodate this choice for the interest rate. These assumptions imply that

dS = 1 (through the UIP condition). Therefore, all inflations rates are equal to π. By
carefully calibrating mark-ups37 for each distributor, all relative prices γ equalize to one at
steady-state.

Households Turning to patient households FOCs, the assumptions presented allow to pin
down the real price of capital and its rental rate to

pk′ =
P k

P
=
P i

P
= 1

rk =
pk′(1− (1− δ)β)

β

where the real price of capital and its rental rate are the same in both sectors at steady-state.
37 Mark-ups in the export and domestic distribution sectors are identical
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Final good sector Turning to final good distributors, the marginal costs are given by:

mc = mcx =
εd − 1

εd

The normalized CES production function in the final good sector implies that

MCtY
f
t = Rk,f

t Kf
t +W

f

tN
f
t

where the capital income share at steady-state is given (in their stationary form) by

rk,fKf = αmcY f

which implies that

Kf =
αY fmc

rk

It also implies that the value of investment goods is:

If = δKf

Primary good sector Using once again a Normalized production function implies that

StP
∗p
t Y

p
t = Rk,p

t Kp
t +W

p

tN
p
t + landsharet

where RL
t is the rental rate of the land input. It implies that

rk,pKp = αpY
p

which implies

Kp =
αpY

p

rk

Therefore,

Ip = δKp

Aggregate resource constraints Total, imported and domestic investments are given
by I = If + Ip, Im = ωiI and Id = (1− ωi)I.
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The aggregate resource constraint evaluated at steady state reads

Y f −G = Cd + Id +Xf

Plugging steady state domestic consumption values from households yields

Y f −G = (1− ωc)C + Id +Xf

The net foreign assets accumulation rule gives

Cm + Im = Y p +Xf +

(
R

π
− 1

)
A

Plugging steady state value of imported consumption, we have

ωcC + Im = Y p +Xf +

(
R

π
− 1

)
A

Assuming the net foreign asset position38 is calibrated, there are two equations with only
Xf and C unknown. Solving yields

C = Y f − (Im + Id +G) + Y p +

(
R

π
− 1

)
A

Xf = Y f −G− Cd − Id

It implies that Cm = ωcC and Cd = (1− ωc)C.

Beveridge curve The law of motion of employment implies that

δnN
p = qpV p

δnN
p = ppU

Since employment in each sectors Np, N f , the unemployment rate U/2 and the vacancy rate
V p

Np are set to attain steady-state targets

qp =
δnN

p

V p

pp =
δnN

p

U
38 Any net foreign asset position A can be made consistent with steady state when Ā = A in Φ(.).
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Wages The maximum wage values are given by

wmax,f = mc(1− αf )
Y f

N f

wmax,p = (1− αp − βp)
Y p

Np

where βp = 1− αp − mc(1−αf )Y f

Y p
Lp

Lf
such that wmax,f = wmax,p. I then assume that wmin,p =

0.95wmax,p, such that the employment surplus represents 5% of the wage. The equilibrium
wage is then simply given by wp = (0.95 + 0.05ωw)wmax,p.

Disaggregated consumption The consumption of EHs is given by

CE =
1

2

[
(1− τw)(w̄pNp + w̄fN f ) + U$

]
The consumption level of IHs is then simply given by CI = C −CE. With CI , it is possible
to compute υ and then the employment surplus with:

SI,p =
(1− τw)(wf − wmin,f )

1− (1− δn)β
.

Implied parameters This strategy requires to calibrate χp such that the following con-
dition holds:

wp = wmax,p −
(

1

β
− (1− δn)

)
χp
δn

(V p)1+θ

and to calibrate An such that

(1− τw)wmin,p = $ +

[
U(Hp) + An

υ
+ β

(
ppSI,p + pfSI,f

)]
(78)

The strategy to find steady-state in the other sector is similar and yields identical results.
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D Welfare cost measures

Conditional compensation measures are defined as the fraction of consumption that an agent
would be ready to give up in the economy l to be equally well off in that economy than in
an alternative economy v, when both economies state variables are initially identical. This
appendix shows how to compute conditional compensation for EHs. The method to derive
this measure for IHs is similar.

The maximum fraction λ of consumption that household e would be ready to give up in
economy l to be as well off as under economy v should satisfy

E0

∞∑
t=0

βt
∫ 1

0

[
((1− λ)Ce,l,t)

1−σc − 1

1− σc
−Ah

(Np
e,l,tH

p
e,l,t +Nf

e,l,tH
f
e,l,t)

1+σh

1 + σh
−An(Np

e,l,t +Nf
e,l,t)

]
de

= E0

∞∑
t=0

βt
∫ 1

0

[
(Ce,v,t)

1−σc − 1

1− σc
−Ah

(Np
e,v,tH

p
e,v,t +Nf

e,v,tH
f
e,v,t)

1+σh

1 + σh
−An(Np

e,v,t +Nf
e,v,t)

]
de.

to make this household indifferent between the two environments. In this expression, the
conditional expectation operator E0 conditions on the initial state of the economy (assumed
to be its steady-state) and integrates over the probability density of aggregate disturbances.
The integral explicitly integrates over households’ idiosyncratic shocks. This expression can
be solved for λ such that

λ = 1−

(
E0W

(
CE,v

)
+ E0W

(
hE,v

)
− E0W

(
hE,l

)
+ 1

(1−β)(1−σc)

E0W (CE,l) + 1
(1−β)(1−σc)

) 1
(1−σc)

(79)

can be used to measure welfare costs. This expression for λ can be evaluated provided that
we can evaluate the functions E0W (.). These functions are given by

E0W
(
CE
)

= E0

∞∑
t=0

βt

N
p
t

2

(
CE,Pt

)1−σc
υcpt − 1

1− σc
+
Nf
t

2

(
CE,Ft

)1−σc
υcft − 1

1− σc
+
Ut
2

(
CE,Ut

)1−σc
− 1

1− σc


E0W

(
hE
)

= E0

∞∑
t=0

βt

{
−N

p
t

2

Ah(Hp
t )1+σh

1 + σh
− Nf

t

2

Ah(Hf
t )1+σh

1 + σh
−An(Np

t +Nf
t )

}
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E Observation equations and data

Here, I describe observation equations, data sources and data transformations. I have a set
of 10 domestic and 2 foreign observed variables linked to the model:



100log (GDPt/GDPt−4)

100log (CONSt/CONSt−4)

100log (INVt/INVt−4)

100log (EXPt/EXPt−4)

100log (IMPt/IMPt−4)

100log (EMPt/EMPt−4)

REPOt

100log (CPIt/CPIt−4)

100log (WAGEt/WAGEt−4)

−100log (NEERt/NEERt−1)

−−−
FFRt

100log
(

CP∗
t /CPI

∗
t

CP∗
t−4/CPI

∗
t−4

)



=



γ̄y

γ̄c

γ̄i

γ̄x

γ̄m

γ̄n

γ̄r

γ̄π
c

γ̄π
w

γ̄∆S

−
γ̄r∗

γ̄cp∗



+



100log (yt/yt−4)

100log (ct/ct−4)

100log (it/it−4)

100log (xt/xt−4)

100log (mt/mt−4)

100log
(

(Np
t +Nf

t )/(Np
t−4 +Nf

t−4)
)

400Rt

100log
(
πctπ

c
t−1π

c
t−2π

c
t−3

)
100log

(
πwt π

w
t−1π

w
t−2π

w
t−3

)
100log (∆St)

−−−
400R∗

t

100log
(
γp∗t /γ

p∗
t−4

)



+



εyt

εct

εit

εxt

εmt

εnt

εrt

επ
c

t

επ
w

t

ε∆St

−
εr∗t

εcp∗t


where γ̄ are constants calibrated at the corresponding observed series mean. This departs
from the traditional view that the trend in real variables should be identical. However,
considering that trade shares have been growing in South Africa over the estimation period
(starting after the end of the apartheid), I allow for different means in the observation equa-
tions. Similar arguments hold for average domestic and foreign interest rates. Measurement
errors ε are calibrated to relatively small values for all variables
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